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Abstract. For any undirected graph with arbitrary integer valu es
attached to the vertices, simultaneous updates are performed on these
values , in which the value of a vertex is moved by one in t he direction
of the average of t he values of the neighboring vertices. (A special
ru le applies when the value of a ver tex equals this average.] It is
shown that these t ransformations always reach a cycle of len gth one
or two. This proves a gene ra lization of a conjecture made by Ghiglia
and Mastin in connection with th eir work on a "phase -unwrapp ing"
algorithm.

1. Introduction

Let G be an un directed graph with vertices labelled 1, . .. , n , and suppose
that for each i , an integer Xi(O) is in itially assigned to vertex i. We perform
a sequence of synchronous updates on these values. If Xi(t) is the value of
vertex i at time t , then

where

{

Xi(t) - 1
z = Xi(t)

Xi(t) + 1

if ~;EJ, x;(t) < d;Xi(t) ,
if x;(t) = Xi(t) for all j E Js,
otherwise,

J, = {j: vertex j is connected to vertex £} .
di = IJil = degree of vertex i. (1.1)

Less formally, the va lue Xi (t ) assigned to vertex i moves by one in the di­
rection of the average of the values ass igned to the ne ighbors of vertex i , but
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a special rule applies when Xi(t) equals this average; if the values of all the
neighb ors of vertex 1" equal Xi(t), then the va lue of vertex i stays t he same,
wh er eas if the ne ighbors' values are not all equal, t he n the va lue of vertex
i increases by 1. Since max. Xi(t ) does not increase and m ini Xi (t ) does not
decrease as t varies , the it eration described above event ually reaches a cy­
cle. so that for some minimal p > 1. Xi(t + p) = Xi(t ) for all i an d all t > to.
For ex ample, wh en G is a simple path of leng th 5 {i.e., t here are 5 vertices
numbered 1 through 5, and vertex i is connected to vertex j if and on ly if
Ii - i l = 1) , and the initial ass ignment is (XI(O), .... x,(O)) = (0.2,1,10.4),
then the iterat ion is given by the array be low, in which th e i-th row presents
the values of xl( i - l )• ...,x,(i - 1):

011 2 345 67
2 1 2 3 4 5 67 6
1 2 3 4 5 6 7 6 7

10 9 8 7 6 7 6 7 6
4 5 6 7 7 6 7 6 7

T he last two states above form a cycle which repeats from then on . Our

main resul t is that this case is not unusual, and the length of the cycle is 1
or 2 in all cases of the iteration.

Theorem 1. For any undirected graph G an d any ini tial assignment of
integers Xl(O), ... , xn(O) to the vertices of G, there is a to such that the
a bove iterat ion satis fies Xi(t + 2) = x,(t ) for all i and all t > to.

T he problem of determining the cycle length of the above itera t ion arose
in t he work of D. Ghiglia and G. Mastin 111. They cons idered such iter ations
for the cases of G being [a] a simple path and (b) a k x m rectangular
grid of lattice points, with edges between po ints t hat are horizontal or
vertical neighbors. The ru les described above were constructed as part
of an algorithm for "phase unwrapping" i i.e., determi ning the argument
of a complex funct ion given the pri ncipal value of the argument, so as to
eliminate t he jump discont inuities by integer multiples of 27l". T he Ghiglia
and Mastin paper III contains several pictures presenting their algorithm
in operat ion.

T he "phase unwrapping" origin of the t ransfo rmation accounts for the
lack of symmetry in the rules which prescribe that if the average of the
values of a site 's neighbo rs equa ls the value at that site, bu t not all the
neighbors have va lues equal to t hat of the given site, then the value of the
site should be incremented by 1. As it turns out, even if this cond itio n is
changed so that the value of a site stays constant when that value equals
the average of the values of the ne ighbors, the length of the cycle is st ill at
most 2. The proo f of this is simi lar to that of our main theorem, and will
be sketched at the end of Sect ion 2.

Ghiglia and Mastin found by extensive simul ations that iterations of the
transformation always led to cycles of length 1 or 2. They conjectured that
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this is always the case, and their "phase unwrapping" algorithm is based
on the assumption that t his conjecture is true. Our theorem, which proves
this conjecture , guarantees that the Ghiglia-Mastin algorithm will always
termi nate.

E. Brickell and M. P urt ill were the first to consider the general t ransfor­
mation as we defined it above. When all the Xi (O) are 0 or 1, they showed
by the following very elegant combinatorial argument that the cycle length
is at most two. At any t ime t, divide the vertices of G into four classes as
follows:

C, = {i : x;(t)
C, = {i : x;(t)
C3 = {i : x;(t)
C, = {i : x;{t )

= 0 and x;{t) = 0 for all J E J;},

1 and x;{t) = 1 for a ll J E J,},
o an d there exists a J E J; with x;{t) .:...
1 and there exists a J E J; with x;(t)

I} ,
0}(1.2)

Any site in C1 a t ti me t will be in C 1 or Cs at time t + 1 since the value
will remain 0, but we cannot predict what will happen to its neighbors.
Simila rly, any site which falls in C2 at t ime t will be in C2 or C... at time
t + 1. Anything in Cs will move to C... at time t + 1, and all members of
C. will move to Cg. T herefore, eventually all elements will either stay in
C1 or in C2 or will continue switching between Ce and C. , and so the cycle
length will be 1 or 2.

When the x;(O) are not all 0 or 1 (or u and u + 1, more generally), the
iterat ion is much mo re complicated and no simple combinatoria l argument
has been found to p rove the t heo rem. For example, even when G is a simple
path, differences between va lues of adjacent vertices can be arb itrarily large
on a cycle (as large as a constant t imes n for a path of len gth n). T his can
be seen by genera lizing the construction of a simple path of length 11 with
init ial ass ignments (x,{O) , ...,xn(O) ) = (0,1,1,4,6,11,15,22,25,28,27) .

The proof we will give for the theorem is based on a modificat ion of the
proof used by Coles-C hace, Fogelman-Soulie, and Pellegrin [21 to prove that
cycle lengths are at most two in certain threshold networks. Their theorems
imply the Brickell-Purt ill resu lt, but do not seem to d irect ly cover the
general case of our iteration . However, their concept of decreasing energy
is a key ingredien t in our proof. Furthermore, after reading an early version
of t his paper, E. Go les found a way to encode the iteration studied here
into an iterat ion sim ilar to t hose of [21. This not on ly gives another proof
of our theorem, but also leads to an explicit bound for the length of the
non-perio dic part of the iterat ion.

Other cases where itera tions on graphs produce cycles of length at most
2 occurs in t he work of Po ljak an d Sura [31 and Poljak and Turzik [4-61.
T he paper [5] proves that cycle lengths are at mos t 2 for some very general
classes of discrete it erations, and provides another possible approach to our
problem.
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2. P roof of t h eor em

It clearly suffices to prove the theorem when G is connected, and so we will
assume this from now on .

Lemma 1. If the period of the cycle is not 1, then for all large t and for
all i,

Zi(t) '" Zi(t + 1). (2.1)

Proof of lemma. Suppose there exist e,« such that Zi,(t) = z..(t + 1) and
that the t-th iteration is in the cycle. We know there exists i ' such that
zp(t) '" zp(t + 1) since the period of the cycle is not 1. Hence we can find
vertices i and i that are connected such that

:>:;(t) = z;(t),
:>:;(t) = Zi(t + 1),
z;(t )

'"
z;(t + 1), (2.2)

and so
z; (t + 1) = z; (t) ± 1 . (2.3)

Hence
:>:;(t) - z;(t) - o (mod 2) (2.4)

and
Zi(t + 1) - zi(t + 1) '" 1 (mod 2) . (2.5)

But if Zi(t + k) - zi(t + k) '" l(mod 2), then Zi(t + k) '" zi(t + k), hence
Zi(t + k + 1) = :>:; (t + k) ± 1 and zi(t + k + 1) = zi(t + k) ± 1, so Zi(t + k +
1) - zi (t + k + 1) '" l (mo d 2). Since this is true for all k, there does no t
exist any k' > 0 such that Zi(t + k') '" z; (t + k')(mod 2), wh ich means that
Xi(t) cannot be in the cycle and we have reached a contradiction, which
proves the lemma. •
Proof of theorem. Using the idea of a decreasing "energy" function utilized
by Gales-Chace et al. [21, we define:

where

n

E(t) = - L l1;i:>:;(t)Z;(t - 1),
1';=1

(2.6)

{

I if i '" i but j E Ji ;

ai; = -di if i = J;
o if i '" i and i E i . .

Note that E is bou nded below since the maximal element at any stage
never increases with time.

We now consider the change in energy during iterations of the transfor­
mation:
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n n

L'.E(t) = E(t + 1) - E(t) = - I: O;;x;(t + l)x; (t) - I: O;;x; (t)x;(t - 1)
i ,i=1 i,i=1

n n

= - I: (x;(t + 1) - x;(t -1)) I: a;;x;(t ), (2.7)
i=1 i =1

since D.ij = aji for all i, i . For each i , if E7=ID.iixi (t) < 0, then

d;x;(t) > I: x; (t) ,
jE J,

so

x;(t + 1) < x;(t ),

x;(t + 1) - x;(t - 1) :S 0,

and

n

- (x;(t + 1) - Xi (t - 1))I:a;;x;(t) :S O.
j = 1

d;x;(t) < I: x; (t ),
iEJ;

x;(t + 1) > x;(t ),
x;(t + 1) - x;(t - 1) 2: 0,

and
n

- (x;(t + 1) - x;(t - 1)) I: a;;x; (t) :S O.
i =1

Finally, if Ei=1 aiixj (t ) = 0, then

n

- (x;(t + 1) - x;(t - 1)) I: a;;x;(t) = O.
j = 1

(2.8)

(2.9)

(2.10)

(2.11)

(2.12)

(2.13)

(2.14)

Thus in all cases .6.E(t) :S. ° and each term in the sum on i on the right
side of (1) is :S O. Since E is bounded below, we must have L'.E(t ) = 0 for
all large t 2: to and, moreover, for all t 2: to and all i,

n

(x;(t + 1) - x;(t - 1)) I: a;;x; (t ) = O.
j=1

(2.15)

We can take to so large that to - 1 is already in the cycle . Now suppose
there exists an i such that x;(t + 1) i' x;(t - 1) for some t > to. Then there
must exist at > to with x;(t -1) > x;(t + 1). We must then have
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and so

L z;(t) = d;", (t ).
;E J,.

Zi(t + 1) 2: Zi(t),

(2.16)

(2.17)

and hence by the Lemma, Zi(t + 1) > Zi(t), which implies that Zi(t + 1) 2:
Xi(t - 1) , which is a contradiction.

Therefore, ",(t + 1) = Zi(t - 1) whenever Zi(t - 1) is in the cycle, so the
length of the cycle is, at most, 2.•

It is not always t rue that t.E(t) < 0 for t not in the cycle. For example .
when G cons ists of a simple path of length 5. wit h (z}(O). ...,z,(O)) =
(0, 2.2,3.5), then E (I) = E( 2) = - 1, but the cycle starts only at t = 2.

When the definition of the iteration is changed so that xdt) does not
change wh en it equals the average of the Xj(t ) for i E Ji , the proof of
the Theorem becomes somewhat eas ier. In this case , the Lemma is false.
However, the expansion of Eq . (1) still holds, and we again find that Eq.
(2) hold s for all t 2: to and all i. But th at means that for any t 2: to and any
i , either Zi(t + 1) = Zi(t - 1) or else ",(t +1) = Zi(t). If it ever happens th at
Xi(U + 1) = x,{u) any i and some u ~ to, then by the above observat ions
we mus t have Zi(V ) = Zi(U) for all v > u . This proves that the cycle length
is 1 or 2.
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