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A bstract. We introd uce a formaliza tion of a simple genetic algo­
ri thm. Mathemati cally, two mat rices F and M determine select ion
and recombination operators. Fixed points and their stability for
these operators ar e investiga ted in terms of the eigenvalues of the
associated matrices. We apply our results to one-po int crossover wit h
muta tion to illustrate how the interaction between the focusing oper­
ato r (select ion) and the disp ersion operato r (reco mbination) resul ts in
the punct uated equilibrium frequentl y observed in genetic sea rch .

1. Introduction

Design ed to search irregular, poorly understood spaces, Genet ic Algorit hms
(GA s) are gene ral purpose algorit hms develop ed by Holland [7] and based
on ideas of Bledsoe [3] and others . Inspired by t he example of pop ulation
gene t ics, gene t ic search proceeds over a nu mb er of generations. The crite r ion
of "survival of t he fittest " provides evolut ionary pressur e for pop ulations to
develop increasingly fit individuals . Although there are man y variants, the
basic mechan ism of a GA cons ists of:

1. eva luat ion of individual fitness and format ion of a gene pool.

2. muta tion and crossover .

Individuals result ing from these ope rat ions form t he mem bers of the next
generation , and t he pr ocess is iterat ed unti l t he sys te m ceases to im prove.

' T his resear ch was supported by t he Nationa l Science Foundat ion (IRI-89 17545).
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Fixed-length binary strings are typically the memb ers of the population.
T hey are selected (wit h replacement ) for the gene pool with probability pro­
port ional to their relative fitness, which is determined by the object ive fun c­
tion . T here, they are recombined by mutation an d crossover . Mutation
corresponds to flipp ing the bits of an individual wit h some small pr obab ility
(the mut at ion rate). The simplest implementation of crossover selects two
"parents" from the pool an d, afte r choosing the same random posit ion within
each st ring , exchanges their tails. Crossover is typically performed with some
probability (t he crossover rate) , and parents are otherwise cloned . T his re­
combination cycle repeats, contributing one of the resul t ing "offspring" each
time unt il t he next generation is full.

While this description may suffice for successful app lication of the genet ic
paradigm, it is not part icularly amenable to mathemat ical analysis, nor does
it illuminate the punct uat ed equilibrium (alternation between generat ions
of relatively stable populations and periods of sudden rapid evolut ion) fre­
quently observed in genet ic search .

Holland [8] has addressed punctuated equilibrium from the perspective
of hyp erplan e transforms (schemat a analysis). In cont ras t , we develop a
rigorous mathematical form alism for a simple GA and model genet ic search
directly.

We mo del GAs geometrically in sect ions 2 and 3 as dynamical systems
in a high-dimensional Euclidean space . In sect ion 4, we develop the basic
st ructure of the mode l and establish preliminary resul ts regarding fixed points
and their stability. In sect ion 5 we apply our quali tative results to one­
po int crossover with mutati on to illustrate the phenomenon of punctuated
equilibrium . We assume a background in mathemati cs including algebra (at
the level of Ref. [6]) and calculus (at the level of Ref. [10]).

2. Preliminary considerations

Let n be the set of all length-£ binary st rings, an d let N = 21. . T hinking of
elements of n as bin ary numb ers, we identi fy n wit h the interval of integers
[0 ,N - 1]. We also regard n as the pro duct group

where Z z denotes t he additive group of integers modulo 2. T he group op­
erat ion EEl acts on integers in [0, N - 1] via these identifications, and we use
@ to repr esent component-wise mult iplicat ion. Hence, EEl is exclusiv e-or on
integers and @ is logical-and.

T he tth genera tion of the genet ic algorithm is modeled by a vecto r st E
nN , where the ith component of st is the pro bability t hat i is selected for
the gene pool. Populations excluding memb ers of n are modeled by vectors
st havin g correspo nding coordinates zero .

Let pt E n N be a vector with ith component equal to the proport ion of
i in the t th generation , and let T i ,j (k) be the probabi lity that k results from
the recombination process based on parents i and j.
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Lemma 1. Let [ denote expec tation, then

[p~+1 = 2::>~ S~ Ti ,j (k )
i j
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Proof. T he expected proportion of k in the next generat ion is computed by
summing over all possible ways of producing k. If k resul ts from reproduct ion
based on parent s i and i , t hen i is selected for reproduct ion wit h probability
sL j is selected for reproduction wit h pr obability sj, and k is the result of
recombin ation with probabili ty Ti,j(k ).•

Taking the limit as population size --f 00 , the law of large numbers gives
p~+1 --f [ p~+l . T hus Lemma 1 can be used to det ermine how the probability
vector st changes from one generat ion to the next in a GA wit h infinite
population . But first , we not e an important pro perty of Ti,j (k):

Lemma 2. If recom binati on is a com bina tion of m utation and crossover,
th en

Proof. Let C(i , j ) represent the possible results of cross ing i and j . Note
that k EB 1 E C(i ,j) iff k E C(i EB l , j EB 1). Let X(i ) repr esent the result of
mutating i , for some fixed mutat ion. Not e that k EB 1= X (i) iff k = X (i EB 1).
Since recomb inatio n is a combination of op eratio ns that commute with group
t rans la tion , the result follows. •

Let F be the nonnegati ve diagonal matrix with i , ith ent ry ! (i) , where !
is the object ive funct ion , and let M be the mat rix wit h i ,jth entry m i,j
Ti,j( O) . Define permut ations OJ on nN by

CJj (so, . .. , SN_l )T = (SjEllO , "" SjEll(N_l))T

where vectors are regar ded as columns, an d T denotes transpose. Define the
operator M by

M (s ) = ((CJosfM CJo S, . .. , (CJN- l sfM CJN- l s)T

Let ~ be the equivalence relati on on n N defined by x ~ y if and only if there
exists A > 0 such that x = Ay.

Theorem 1. Let [ denote exp ecta tion , then E St+l ~ F M (s").

Proof.

i, j

i ,j

:L S~EIl k S~EIlk rij (O )
iEllk,jEllk

(CJk S)TM CJkS
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•

Since stH rv F pt+l (the probabili ty of select ion is proportional to relative
fitn ess), the resul t follows.•

The (exp ected) behavior of a simple GA is therefore determined by two
matrices: fitn ess information appropriate for select ion is contained in F ,
while M enco des mixin g information appropriate for recombination. More­
over , the relation

is an exact representation of the limiting behavior as populati on size ----7 00 .

The mat rix M has many spec ial properties, the most obvious of which
are :

Theorem 2. Th e m atrix M is nonnegative and symme tric, and for all i ,j
satisfies

Proof. M is nonnegative since it s ent ries are probabilities, and is symmet ric
since m i,j = ri,j (0) and the results of recombination depend on t he unordered
set of parents . Moreover ,

1 = L ri,j (k ) = L riEllk,j Ellk(O) = L miEllk,j Ellk
k k k

A more subtle property is that conjugat ion by the Walsh matrix W trian­
gulates the twist M. of M , where the i ,jth ent ry of M. is miEllj,i' We define
the Walsh matrix W = (W i,f) by

l

W i ,j = IT rk Cli21- k Jmod2)(j)
k=l

where the Rad emacher functions Ti(X) are given by

In fact , conjugat ion by W tr ansforms the positive! matrix M int o a spar se
symmetric matrix C having nonzero ent ries only where the row (or column)
is smaller than the gcd of the colum n (row) and N . T he proof of this resul t
is outlined in the appendix.

The Walsh matrix is sym metric and orthogonal , and the rows are group
characters:

For an introducti on to Walsh functions an d their properties see Harmuth
[9] . For pr evious applications of Walsh functions to GAs see Bethke [2J and
Goldb erg [4, 5J.

1When mutation is nonzero.
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Theorem 3. The m atrix W M .W is lower triangular.
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P roof. In view of the pr eceding remarks, we may represent M as WCW so
that the i , j th ent ry of t he matrix in quest ion is

L W i ,k3 L Wk3fBk. ,k , Ck" k2Wk2 ,k3W k. ,j
k3 1k4 k 1 1k 2

Using symmetry, the group characte r prop erty, an d rearran ging gives

L W i ,k3Wkt fBk2,k3Ck" k2 L W k i ,k4 W j ,k4

k, ,k2,k3 k4

By orthogonality, the inner sum is zero unless k1 = j. Hence we may simp lify
(modulo some multiplicati ve constant ) to

L Cj ,k2 L W i ,k3W j fBk2,k3
k2 k3

Or thogonality forces k2 = i EEl i , and we simplify as before to obtain Cj ,i fBj '

It t herefore suffices to show

j > i ==} (j ~ gcd(i EEl i ,N)) /\ (i EEl j ~ gcd(j, N))

T his follows by a simp le indu ction on P..•

3. Formalization

D efinition 1. Simple genet ic search corresp onds to the operator 9 = Fo M ,
where F is the fitn ess m atrix and M is any mixing m atrix satisfying Theorems
2 and 3. An ini tial population is modeled by a point 8° E n N , and the
transition between generations is det ermined by 8 tH ~ 9 (5t ) .

This formalizat ion generalizes the recomb ination induced by mutation
and one-point crossover , and regard s GAs wit h finite populations as approx­
imations to the ideal of simp le genetic search. T he generality of our model
allows n-p oint or uni form crossover , or any ot her mixing operator th at com­
mutes with group tran slation (see Lemma 2) and whose assoc iated mat rix
sat isfies Theorem 3.

One nat ural geometric interp ret ati on of simp le genet ic search is to re­
gard F and M as maps from 5 - the nonnegative point s (i.e. , points wit h
nonnegative coordinates) of th e unit sphere in n N- t o 5 (since apart from
the origin , each equivalence class of ~ has a unique memb er of norm 1). An
initi al populati on then corresponds to a point on 5 , the pr ogression from one
generation to the next is given by the iterat ions of 9 , and convergence (of
the GA ) corresponds to a fixed point of 9.
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4 . B asic properties

Regard ing F as a map on 5 , its fixed po ints correspond to the eigenvect ors
of F , which are the unit basis vectors Uo , . . . , UN-I ' (Here Uj differs from
the zero vector only in that t he j th component of Uj is 1.) If f(i) = f (j ),
then by passing to a quotient space (moding out by the subspace generated
by u , and Uj) , the subspace corresponding to i and j is collapsed to a single
dimension . Hence we may assume that f is inject ive by considering a suitable
homomorphic image.

Theorem 4 . The basin of attraction of the fixed point Uj (of F) is given by
the in tersection of 5 with th e (solid) ellipsoid

(
f (i ))2

~ Si f( j) < 1

Proof. Let s E 5. T he cosine of the angle between sand Uj is given by the
dot product s · U j, and the cosine of the angle between Fs and U j is given by
Fs/ IiFsll ' U j ' Hence, the angle between sand Uj is decreased by F when

which is equivalent to the st atement of the theorem. •
Only the fixed points corresponding to the maximal value of the objective

function f are in the interior of their bas ins of attraction . Hence all other
fixed points are unstable. This follows from the observation that when f (j )
is maximal, no point of 5 moves away from Uj since

Intui tively, T heorem 4 is not surprising . Selection is a focusing operator that
moves the population toward one containing the maximally fit individuals
that are initi ally present .

Regarding M as a map on 5 , the set M fixed of fixed points of M is
more difficult to analyze; it can range from all of 5 to the single point v =
(N- I / 2 , .. . , N - I / 2 ) . Moreover , intermediate behavior is poss ible; matrices
corresponding to crossover can have surfaces of fixed points. In order to
investigat e M fixed fur th er , we need to consider the differential DM (x ) of M
at x . We need to be careful, because the different ial is changed by regarding
M as a map from 5 to 5. We therefore interpret M strict ly (i.e., as originally
defined on R N ) in what follows.

Lemma 3 . The i ,j th component ofDM(x) is 2 LkmifJjj ,k XifJj k .
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Proof. T he calculat ion of D M follows from taking partial derivatives and
using the symmetry of M to simplify the result ing J acobian . •

A fixed po int x of a map W is stable in the sense of Lyapunov if for
any neighborhood N, of x there is a neighborhood N 2 of x such that the
tr ajectory of every point of N 2 lies in N l . A point is asymptotically stable
if it is stable and all t rajectories from some neighb orhood of x converge to
x. We will need the following discrete analogue from Lyapunov 's theory of
stability (see Ref. [1]):

Lemm a 4. Suppose that x is a fixed p oint of a m ap W and that the spec­
trum of the differential Dw (x ) is contained in the open unit disk. Then x is
asymptotically stable.

Let t he sum of the coor dinates of s E nN be denoted by lsi, and let

A = {x E n N
: x is nonnegat ive and Ixl = I}

Note that for all k,

1 - v vT = uk l(I - v vT)Uk

where the Uk are regard ed as permutation matrices. (Recall that v =
(N - l / 2 , . . . , N- l / 2 ) and , interpretati ng the Uk as a permutation matr ices,
Uk = Ukl = u[.) Next observe that

DM(x ) = 2'l>kl M.Uk Xk
k

Since the column sums of M . are const ant (T heorem 2), as is also the case
for DM(x ) (Lemma 3) , it follows from the Perro n- Frobenius theory (see Ref.
[11]) that , when M . is positive, v is the unique positive eigenvector for both
M: and DM(x f. Moreover , since the corresponding eigenvalues are simp le
and maximal, this discussion leads to a sufficient condition for a fixed point
to be an attracto r.

T heorem 5. Let x E M fixed . If the m atrix M is positive, then x is asymp­
totically stable whenever the second largest eigenvalue of M . is less than
1/ 2.

Proof. According to Lemma 4, it suffices to check the spec t rum of the
differential of M . Since A is mapped into itself by M , it suffices to consider
the act ion of M restricted to A. The kern el of the pr oject ion I - vvT is
normal to A, hence t he spe ct ral radius in question is (! = p (DM (x) (I - vvT)).
Because a matrix and its adjoint share the same spectrum , the previous
discussion shows

e p((I - vvT) DM(xf)

2p (~ Ukl (I - vvT) M.TUk Xk)
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Since conjugat ion by W diagonalizes both (1 - v vT) and the a-k (t his follows
from the orthogo nality of t he Walsh functions), and also triangulates M.T

(T heorem 3), there is a basis in which every term of the sum is lower t rian­
gular. Because the spect ral radius is invari ant under change of basis and is
subaddit ive over lower triangular matrices, we have

e < L, P(a-k 1(I - vvT) M.Ta-k Xk)
k

21xl p ((I - vvT) M .T)

It remains to show that postmultiplication of M .T by 1 - vvT sends the
maximal eigenvalue of M. T to zero and otherwise leaves the spec t rum alone .
Let M.Tv = av and suppose that M.Tw = (3w . Let w = w' + w" , where
w' ..1 v and w" II v . Then

(I - vvT) M.Tui' = (I - vvT) ((3w - aw") = (3w'

Hence every eigenvalue of M.T is an eigenvalue of (I - vvT )M.T wit h the
possible exception of a . Conversely, suppose that (I - vvT) M.TW = (3w . It
follows that

M.Tw = (3w + vvTM.TW = (3w + IV

for some scalar f. Therefore,

if (3 -I a. Hence every eigenvalue of (I - vvT) M.T is an eigenvalue of M.T
with the possible exception of a. Finally, suppose that (3 = a , so that w
is an eigenvector for the mat rix (I - vvT ) M.T corresponding to a . Then
extending the set {v ,w} to a basis for represent ing M .T yields

which contradicts the simplicity of the maximal eigenvalue a .•
Alt hough M fixed can vary dr asti cally, there is a group of symmetries that

acts on it .

Theorem 6. For all i , and for every mixing matrix M , M(a- j x ) = a-jM(x) .
In particular, we have a-j Mfixed = M fixed , and v E M fixed.

Proof.

a-j ((a-ox )TMa-ox , , (a-N_I X)TMa-N_I X)T

((a-j+Oxl M a-j+o x, , (a-j+N- l xlMa-j+N- l X) T
((a-oa-j x l M a-oa-j x, , (a-N-la-j x )TM a-N- la-j x)T

M (a-j x )
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Since x = M (x) =? O"j X = O"jM (x) = M (O"j x), it follows t hat O"jM fixed =
M fixed . Since O"jM(v) = M (O"jJJ ) = M (v ), it follows t hat M (v ) is fixed by
each O"j and must t herefore have equal com ponents (i.e. , M (v ) '" v) . •

Since the O"j are isomet ries of S , we have

II M (x) - M (Y) II = Ih (M (x ) - M (y))11= II M (O"j x ) - M(O"j y)11

Hence the dynamical system on S corresponding to M looks the same at
every m em ber of the population- any neighborhood of Uj is mapped by O"j fJ!i
to a neighborhood of Ui .

5. Punctuat ed equ ili b r ia

Punctuat ed equilibria ty pically characterize simple genetic search . Pop u­
lat ions oft en alte rnate between generations of relative st ability- indica t ing
adapt at ion to the current environment represented by the posit ion in the
search space- and p eriods of sudden rapid evolut ion result ing in the emer­
gence of a sup erior individual.

T his phenom enon is explained in t he context of our mod el by the qu al­
it a tive proper ti es of the "focus ing op erator" (select ion ) and the "diffusing
op erato r" (recombinat ion).

We illust ra te wit h t he example of one-point cross over wit h mutati on . If
X is t he crossover rate and J.L is t he mutati on rat e, then a simple calculation
shows (see the appendix) that mi,j is

(1 _ )i{ .( i-I ). ( i-I )}-,--_ J.L,- 7)1' 1 1 - X + ~ L 7)- 6..i ,j ,k + 7) IJI 1 - X + ~ L 7)6..i ,j ,k

2 .e 1 k= 1 .e 1 k =1

where 7) = J.L / (1- J.L ) , int egers are to be regarded as bit vect or s when occurring
in I.[, division by zero a t J.L = 0 and J.L = 1 is to be rem oved by cont inuity,
and

Several computer runs calcula ti ng t he spectrum of M. suppo rt t he following:

Conjecture 1. If 0 < J.L < 0.5, then

1. Th e second largest eigenvalue of M . is ~ - J.L

2. The third largest eigenvalue of M. is 2(1 - 6 ) ( ~ - J.L) 2

Applying Theorem 5, we would infer from t his conject ure that every fixed
p oint of M is an attractor when 0 < J.L < 0.5. W hen J.L = 0, calculations
indica te t hat the eleme nts of M fixed are not isolat ed but form a surface, which
suggests t he condit ion of Theorem 5 may be necessary and sufficient in t his
case.

The following conjecture of Belit sk ii and Lyubich applies [1] :
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Conjecture 2. IfmaxxEX P(Vw(x)) < 1, where X is the compac t and con­
vex domain and codomain of W , th en th e fixed point of W is unique, and the
sequence of iterates Wk( x) converges to it for every choice of ini tial point x .

Combining (the proof of ) T heorem 5 with T heorem 6, we would infer
from conjectures 1 and 2 that u is the unique fixed point of M (regarding M
as a map on S; Conj ecture 2 would act ually be applied to obtain a unique
fixed po int on X = A). Hence the dynamical system corresponding to M is
simi lar to a diffusion process (when 0 < f.L < 0.5) in that the unique fixed
po int v corresponds to all poss ible strings represented equally, all of S is
its basin of attraction, and the dynamic al system on S corresponding to M
looks the same at every member of the population.

Theorem 4 shows F to have at t ractors corr esponding to the distinct fitness
values of t ,all of which are unstable except the maximally fit . T he geometry
of the basins of attraction implies that to move out of the bas in of an unstable
fixed po int is to move into the basin of a mor e fit at t ractor.

In GA implementati ons, finite populations make low probability events
occur even more infrequently ; mut ation and crossover do not typically pro­
duce better st rings with each generation. Moreover, the emergence and
growth of a string having greater fitn ess typically requires events less prob­
able t han does focusing a population towards a pr evalent high-fit ness st ring
whose dominance is not interfered wit h by finit e-population effects.

T hetefore, a population will move under the influe nce of F , slowing and
seeming to stabilize as it approaches a fixed po int . If the fixed po int is not
maximally fit , then it is unstable and does not lie in the interior of it s bas in.
T he diffusion-like property of recombi nat ion may then move the population
outside t he bas in of attract ion, causing the population to experience a major
change as it moves under the influence of a new at tractor with greater fitn ess.
T his sit uation is dep ict ed by the following diagram where the dotted path
rep resents the trajectory of a population:

basin of unst able
attractor

unstable attractor -

t
more fit attractor



Pun ctu ated Equilibria in Gene tic Search

6. Summary and future research
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We have formalized select ion and recombination within a mathematical
framework as a first st ep to better understand the simp le genet ic algorithm.
We have shown recombi nation to be a quad ratic operator det ermined by the
matrix M and the group of permutations {o-d O<k<N' and have shown se­
lect ion to be the diagonal linear transformation F. T he imp ortan ce of the
Walsh matrix as a natural basis that simp lifies the structure of genet ic search
has been demonstrated (by Theorem 3 an d in the appe ndix) , and it has been
shown useful in understanding fixed points and their stability (as in the pr oof
of Theorem 5) . Further explanatio n of the role of the Walsh matrix and the
development of its relation to our model will be provided in a future paper.

A mor e complete understanding of select ion as a focusing operato r and
of recombination as a dispersion operator has emerged . T heir qualitat ive
properties have been used to shed light on the phenomenon of punctuate d
equilibrium .

Explicit formulas for the matrices corr esponding to two-point and uni­
form crossover can be worked out. This raises the poss ibility that differences
in perform anc e rela ted to the use of different mixing operators may be clar ­
ified through their analysis . Crossover and mutation represent only a few of
the recomb ination op erators whose associated mat rices possess the requisite
properties. It would seem promising to invest igate alt ernatives with simple
pro cedural counte rparts.

Ano ther interesti ng possibili ty is the development of a synthetic GA that
does not use a population. This may be possible by implementing an approx­
imation to 9 via sparse matrix techniques since M is sparse in a suitable
basis (see the appendix) .

A ppendix

The explicit formula for m i ,j given in Sect ion 5 is easily derived from the
following considerat ions:

1. The probability that 0 result s from parents i and j depends on the
probability that mutation changes the Is occurring in the resul ts of
crossover to 0 and leaves the other bits alone .

2. T he number of Is occurring in the results produ ced by crossing i and
j at posit ion k are given by Iii - !:::.. i ,j ,k and Ijl + !:::.. i ,j ,k ·

3. The probability of changing a specified collect ion of b bits (in a length- s
bin ar y string) via mutation is (1 - f.t)e- bf.tb

T he fact that C = W MW has nonzero ent ries only where the row (or col­
umn) is smaller than the gcd of the column (row) and N follows from direct
calculat ion using the following observations :
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1. If h is an arbit rary function , and i > 0 then

2: W i ,k,Wk2,j hClk21) = 2:Wk2 ,j h(lk21) 2:W i ,k, WO,k, = 0
k"k2 k2 k,

since orthogonality imp lies that the inner sum is zero. Similarl y, if
j > 0 then

2: W i ,k, W k2,j h (l k 1 1) = 0
k ],k2

2. Suppose i and j are greate r tha n 0, and h is an arbit rary function .
Note that

£- 1

2: W i,k, Wk2,j 2: h (/ k 2 1 + .6.k " k2,k.)

k"k2 k3= 1

k l,k2
Ik21+~k l ,k2 ,k3 = k 4

£- 1 £ N- l 2k3- 1 2'- k3 _ 1

= 2: 2: h ( k 4 ) 2: 2: 2: Wi ,(k s IDOd2k3)61(k72k3) Wk661(2k3Lks2 -k3J ),j
k3= 1 k4=O kS= O k6= O k7=O

Iks l= k4

£-1 e N - l 2k3 - 1 2'-k3 - 1

= 2: 2: h (k4 ) 2: W i ,ksIDOd2k3W2k3 Lks2-k3J ,j 2: Wk6,j 2: W i ,k72k3
k3= 1 k4=O ks =O k6=O k7=O

Iks l= k4

£- 1 £ lV-I

= 2: 2: h ( k 4 ) 2: Wi ,ksIDOd 2k3 W 2k3 Lks 2- k3J ,j
k3= 1 k4=O kS=O

Iks l= k4

k3 e
X IT (1 + r kB(j ) ) IT (1+ r kg(i ) )

kB=1 kg=l+k3

Now assume that neither product is zero . Then , since

and

t follows that
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whi ch implies the upper k3 bits of j and the lower £ - k3 bits of i are
zero. Hen ce j < gcd (i , N ). Similarly, a necessary condit ion for t he
nonvanishing of

£- 1

L W i ,k, W k2,j L h(lk11- !::J. k " k2,k3 )

k" k 2 k3=1

is t hat i < gcd (j, N) .

In fact , t his arg ument can b e modified t o show that , for n -p oint or uniform
crossover ,

Ci,j > 0 =} i ® j = 0

Since t he proof of T heorem 3 shows t he i, jth ent ry of W M.W is Cj ,i (JJj , t he
implicat ion

j > i =} j ® (i EB j ) > 0

shows t hat the matrices for n -point and uniform crossover also satisfy T he­
or em 3.
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