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Abstract. A classification of cellular automata (CAs) complementary
to that of Wolfram was recently proposed by Binder. This classifica­
tion is motivated by the limiting behavior seen in automata with fixed
boundaries. In what follows, we show that for a number of elemen­
tary CA rules it is possible to obtain complete solut ions for the periods
and numbers of all limit cycles, plus, in some cases, informat ion on
the structure of the cycles themselves. In part icular , we are able to
confirm the existence of globally at t ractive limit cycles of fixed period
for several CA rules.

1. Introduction

Cellular automata (CAs) [1- 6] are mathemat ical models in which space, t ime,
and state vari ables are discrete. A CA consists of a regular lat tice of sites,
with a discrete variable at each site. These var iables change according to a
single local rule, which may be either determini sti c or probabilist ic.

Elementary CAs are the simp lest realizations of this concept. They con­
sist of a chain of sites, where each site var iab le can take one of t\.vo values
(0 or 1), and the local ru le is a funct ion of th ree vari ab les, the value of a
site and those of its near est neighbors . Despite this apparent simplicity, ele­
mentary CAs displ ay a wide range of behavior. The behavior of periodic (or
cylindrical) elementary CAs has been classified by Wolfram [7]. T he present
paper was motivated by a recent numerical st udy and classification of ele­
mentary CAs (with both fixed and periodic boundary condit ions) performed
by Binder [8], which, in particular , considered all 88 elementary rules, all
possible fixed bound ary conditions, and all init ial states. Rules were classi­
fied according to their limit ing behavior. A determinist ic system wit h a finite
number of states must event ually ente r a limit cycle, where it will remain.
Techniques exist for both cylindrical [9] and non-cylindrical [10] CAs that
give t he number of such limit cycles of any given period for a particular rule.
The aim of this paper is t o demonst rate analyt ic techniques that give the pe­
riods of all limit cycles for all fixed boundari es for a selection of elementary
rules; in fact , we pr esent results for 46 of the 88 nonequivalent elementary
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ru les. (T he only other such studies of which we are aware are an analysis of
rule 3 by Binder [11], a st udy of rule 232 [12], and work on rule 150 [13].) We
not e that all results given here have been checked against , and agree with,
the extensive simulations performed by Binder.

1.1 Notation

We will consider a chain of L sites , each of which can take the value 0 or 1.
At the left and right ends of the chain, in posit ions 0 and L + 1, will be the
fixed boundary sites, with values ao and aL+l ' a; denotes t he value of th e
ith site at ti me t. T he value of this site is determined by the values of itself
and its immediate neighbors at the previous t ime step, as follows:

t f ( t -1 t- 1 t - 1)ai = ai _ 1, ai , ai+1 (1)

The act ion of the global funct ion f on the eight possible t riplets defines the
rule. We will follow the convent ional numbering system for the rules [3] .

2. The shift Rules

Consider the set of rules of the form:

(2)

or

(3)

There are fifteen nonequivalent rules of this form . Of these, numbers 128
and 170 are st ra ightforward, not requiring any sophist icated analysis (for
example, 170 acts as a pure t ranslat ion), and numbers 15 and 34 will be
considered in the next sect ion. In this sect ion, we will out line t echniques
th at enable us to obt ain solut ions to the numb ers and periods of all limit
cycles for the eleven remaining rules (numbers 2, 8, 10, 32, 40, 42, 130, 138,
160, 162, and 168) , plus three addit ional rules (numbers 24, 46, and 152)
t hat are one bit away from being a rule in this class and can be analyzed
using similar techniques.

We present the analysis of rule 24 as an example. T he case ao = aL+1 = 1
has been considered previously [14]. We give here a full and more rigorous
analysis which illustrates the techniques used to analyze all the above rules.
Details of results for the other rules can be found in Appendix A.

2.1 Rule 24

T he definit ion of rule 24 is

f(* 10) = f(OO*) = f(* 01) = f (lh) = 0

f(Ol1) = f( 100) = 1

where * indi cat es an irrelevant bit.

(4)
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Theorem 2.1. If ao = 0, then all 1imit cycles are fixed points.

419

(5)

Lemma 2.1. If a; = 0 for all t 2: to, where 0::::; i ::::; L - 2, then a;+l = 0 [or
all t 2: to + 2.

Proof. If a;~ l = 0, t hen a;~11 = j (OO*) = O. Hence a;+l = 0 for all t 2: to·
If a;~l = 1 and a;~~l = 0, th en a;~11 = j (010) = O. Hence a;+l = 0 for all
t 2: to+ 1. If a;~ l = a;~2 = 1, t hen

a;~1 1 = j(Ol1) = 1

a;~~l = j (l h ) = 0

a;~12 = j (010 ) = 0

Hence a;+l = j (OO*) = 0 for all t 2: to+ 2.•

Lemma 2.2 . If aLl = 0 for all t 2: to and aL+l = 0, then ai = 0 for all
t 2: to+ 1.

Proof. If a~ = 0, then a~+l = j (OOO ) = O. Hence ai = j(OO*) = 0 for all
t 2: to· If a~ = 1, th en a~+l = j(010) = O. Hence ai = j (OO*) = 0 for all
t 2: to· •

Lem ma 2.3 . If aLl = 0 for all t 2: to and aL+1 = 1, then either ai = 0 for
all t 2: to, or ai = 1 for all t 2: to·

Proof. If a~ = 0, then a~+l = j (OOI ) = o. Therefore, ai = 0 for all t 2: to.
If a~ = 1, then a~+l = j (011) = 1. T herefore, ai = 1 for all t 2: to. •

Consider now t he boundary cond it ion ao = O. By repeated applicat ion of
Lemma 2.1, we can see that all sites for i = 1 to i = L - 1 event ually become
fixed at zero . Using either Lemma 2.2 or 2.3, the last site also becomes
fixed. If ao = aL+l = 0, there is a global fixed point OL. If ao = 0 and
aL+l = 1, there are two fixed points , OL and OL- 11. This complet es the proof
of T heorem 2.1.

Vie now consider the case ao = 1.

T heorem 2.2. If ao = 1 then all limi t cy cles are of period three.

Lemma 2.4. If a; = 1 where 2 ::::; 1 ::::; L - 1 and t 2: 1 then aLI = a;+l = O.
Hence, if a; = 0 where 1 ::::; i ::::; L - 2 and t 2: 1, then a;~{ = O.

Proof. If a;= 1 then either

at:i = 0, a;- l = a;:;:{ = 0 (6)

ati = 0, t -1 t-1 1
ai = ai+1 = (7)
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hence aLI = j (*OI ) = 0 and a;+1 = j (lh ) = O. If a; = 0, then (using
t he above result ) a;t~ = j (OOO ), j (OO I ), or j (010 ). Hence ~t~ = O. This
completes the proof. •

From this lemma, we can deduce t hat , for sites that are not adj acent to a
bounda ry, updating proceeds as for rule 16 (which, by reflect ion, is equivalent
to ru le 2.)

T he period ic behavior of a limit cycle depends on t he periodic behavior
of the limit ing temporal sequences of which it is composed. A t emporal
sequence Wi is defined as follows:

Wi = [a~ : t 2': 0] (8)

(9)

(10)

The sequences Wo and WL+I are thus t he fixed boundaries. The se­
quences WI to WL correspond to the evolving columns of the syst em . Since
we are interested only in the limit ing behavior of such sequences, we will
label sequences accor ding to this behavior . We define the following limiting
sequences.

W O = [a3m = a3m +1 = 0 a3m+2 = 1· 3m >_ to]t 1. 1, ' 'l. ,

WI = [a3m +1 = a3m +2 = 0 a3m = 1· 3m >_ to]
1. t t '1. ,

W 2 = [a3m = a3m +2 = 0 a3m+1 = 1· 3m >_ to]
1, t t ' t 1

where Wi = Win if the appropriate condition holds for all 3m 2': to, for some
value of to.

Lemma 2.5 . If ao = 1, then WI = WI' and W2 = W; +I , where n = 0, 1, or
2, and the addition is perform ed modulo 3.

Proof. Consid er the system at some t ime t 2': 1. Then, by Lemma 2.4,
ai = a~ = 1 is not possible. If ai = 1 and a~ = 0, t hen ai+1 = j(110) = 0
and a~+1 = j(10*) = 0 or 1. If ai = 0 and a~ = 1, then (by Lemma 2.4)
a~ = 0, hence ai+1 = j(101) = 0 and a~+1 = j(010) = O. If ai = 0 and
a~ = 0, then ai+1 = j (100 ) = 1 and ~+I = j (OO* ) = O. By Lemma 2.4,
a~+1 = O. Hence,

ai+2 = j(110) = 0

a~+2 = j (100) = 1

a~+2 = j(OO*) = 0

ai+3 = j(101) = 0

a~+3 = j(010) = 0

So a~ and ag, whatever their values, must both event ua lly become zero. Once
this has occurred , they then cycle. T his completes t he proof of the lemma. •

Lemma 2.6 . If Wi = Win, where 2 :s: i :s: L - 4, then Wi+1 = W;~il and
Wi+2 = Wi~12 , where n = 0,1 , or 2, and the addition is performed modulo 3.
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(11)

(12)

P roof. Consider the case Wi = Wi at a tim e t = 3m . Then arm = 1, hence
(using Lemma 2.4) arB = O. Consider first the case ar~ = O. Using the rule
plus Lemma 2.4, we have t he following.

alB+l = /(100) = 1

af~2+l = /(00*) = 0

af~+l = 0

af~1+2 = 0

af~/2 = /(100) = 1

Hence, by Lemma 2.4, af~1+3 = af~2+3 = 0, and a cycle has been ente red.
If ar~2 = 1 then:

af~/l = /(101) = 0

af~/l = 0

Thus by Lemma 2 4 a3m+2 = a3m+2 = 0 and a3m+3 = a3m+3 = 0 The first, . ,,+1 ,+2 ,+1 ,+2 .
half of the proof now applies. Hence Wi is always followed by ~:Cl and
Wi~2' WO , WI , and W 2 are equivalent under a shift in t , hence the proof is
complete. •

Using Lemm as 2.5 and 2.6, we can now see that all tempora l sequences
for i = 1 to i = L - 2 have period-3 limiti ng behavior. It now remains to
consider t he last two columns.

Lemma 2.7 . If WL- 2 = WL_2 and aL+l = 0, then WL- l = wL~I and
WL = WE+2

.

Proof. Let WL- 2 = WL2' and consider a t ime t = 3m .
al':':l = O. If aIm = 0, t hen

al':':tl = 1 (100) = 1
aIm+l = / (00*) = 0

al':':t2= /(010) = 0
aIm +2 = / (100) = 1

al':':t3= / (00*) = 0
aIm+3 = /(010) = 0

Hence aLl and ai have ente red a cycle. If aIm = 1, then

al':':tl = / (101) = 0
aIm+l = /(010) = 0

al~t2 = /(00*) = 0

aIm +2 = /(00*) = 0

al~t3 = /(00*) = 0

aIm +3 = /(00*) = 0

By Lemma 2.4,

(13)

(14)
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(16)

(15)

Hence the first section of the proof now applies. We can thus conclude that
if W L- 2 = W L 2' t hen W L- I = Wi-I and W L = W 2. A shift in t then
comp letes the proof. •

Using Lemmas 2.5 and 2.6, we can see t hat in th e case i1{) = 1 and
aL+l = 0 there is a global period-S attractor. It now remains to consider the
case ao = 1 and aL+l = 1.

Lemma 2.8. If aL+I = 1 and W L- 2 = WE-2 then either W L- I = wE~i and
a~ = 0 for all t 2': to for some to, or aLl = 0 and a~ = 1 for all t 2': to for
some to.

Proof. Let W L- 2 = W L 2' Then, as before, ai":':. l = O. If aim = 1, t hen

aLl = f (*O I ) = 0

a~ = f( Ol1) = 1

for all t 2': 3m . If aim = 0, then

ai~f = f (100) = 1

aim+l = f(OO*) = 0

ai~t2 = f (010) = 0

aim +2 = f( 101) = 0

ai~t3 = f(OO* ) = 0

aim +3 = f (OO*) = 0

hence a~ = 0 for all t 2': 3m and W L- I = Wi-I' As before, a shift in t
comp letes the proof. •

We can now see that for t he case aL+I = 1, either a~ or aLl event ually
becomes fixed at zero. Hence the system exhibits two period-S cycles. This
now completes the proof of t heorem 2.2.

3. The two-neighbor rul es

Two-neighbor rules are defined such that eit her

at+l = f (at at )t ,p t-l

or

(17)

a;+l = f (a;, a;+l) (18)

Of the sixtee n such elementary rules , there are nine nonequivalent rules (0, 3,
12, 15, 34, 51, 60, 136, and 204). Of these, ru les 0, 15, 51, and 204 are t rivial,
being members of t he subclass of rules t hat are a function of only one of t he
var iab les a;' aL l ' or al+l , or, in t he case ofrule 0, of none. Of the five remain­
ing, th e limit ing behavior of rule 3 has been studied previously by Binder
[11]. We will present an analysis of ru le 136 as an example; all but one of
t he ot her rules can be analyzed in a similar manner . Rule 60, which requires
a more sophist icated technique, which will be det ailed in Append ix B.
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Rule no. (ao, aL+I) p=l p=2 Definitions

12 (0,0 ) YL 0 Yn = Yn-l + Yn- 2
(0, 1) YL 0 YI = 2 and Y2 = 3.
(1,0) YL-I 0
(1,1) YL-I 0

34 (0,0 ) 1 0
(0, 1) 0 1
(1, 0) 1 0
(1, 1) 0 1

Table 1: Numbers and periods of all limit cycles for rules 12 and 34,
as a function of system size and boundary condit ions.

3.1 Rule 136

The definit ion of rule 136 is as follows:

!(*11) = 1

! (*00, *01, *10) = 0

where * indi cat es an irr elevant bit.

Theorem 3.1. All limit cycles are fixed points.

423

(19)

Lemma 3.1. If a; = 0 for all t ::::: to, where i ::::: 2, th en aLl
t ::::: to+ 1.

o for all

Proof. If a~~l = 1, t hen a~~il = ! (*10) = O. If a~~ l = 0 for some t l ::::: to,
t hen, since ! (*00) = 0, aLl = 0 for all t ::::: t l · Since either a~~l = 0 or
a~~i l = 0, the lemma is proved. •

Lemma 3.2. If a; = 1 for all t ::::: to then either aL l = 0 for all t ::::: to or
aLl = 1 for all t ::::: to. '

Proof. !(*01) = 0 and !(*11) = 1. Hence, whatever the value of ~~ l' it
remain s fixed for all subsequent time. •

From these lemmas, we can see that if a single row is fixed , all rows to the
left of it must also become fixed . Since we always have such a row (na mely,
t he right boundary), the theorem is proved. Moreover, we also can deduce
the struct ure of the fixed points. If aL+l = 0, t here is a single fixed point OL.
If aL+l = 1, t here are L + 1 fixed points of t he form on1 L- n, where n can
t ake any value between 0 and L. The results for rules 12 and 34 are given in
table 1.
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4 . R ules related to the two-neighbor rules

We consider now those ru les that differ from a two-neighbor rule by one or
two bits. For example, ru le 7 differs from rule 3 and rule 170 by one bit , and
is defined by

1 (00*) = 1 (010) = 0

1(1 * *) = 1(011) = 1

where * represents an irrelevant bit . We have found t hat for many such ru les
an analysis of the limit cycles is possible, such analysis pro ceeding in ter ms
of columns or sets of columns. Of those rules that are one bit away and that
do not fall into either of t he previously considered classes, we have obtained
pro ofs of the numb ers and periods of all limits cycles with all fixed bou ndary
condit ions for rules 1, 4, 7, 11, 13, 14, 19, 28, 38, 44, 50, 62, 140, and 200. We
have obtained similar results for some rules that are two bits away (numbers
5, 23, 29, 30, 33, 36, 72, 76, 78, 108, 132, 156, and 178) and also for rule
104, which is three bits away. The result s for t he numbers of fixed points
and period- 2 cycles for rules 7, 23, 29, and 30 have been published [10].
However , the methods det ailed below can prove t hat these are t he only limit
cycles occurring for these particular rules, and also yield the st ruct ure of
these cycles. We will now demonstrate these points in the analysis of rule 11.

4.1 Rule 11

The definition of rule 11 is

1 (1 * *) = 1 (010) = 0

1 (00*) = 1 (011) = 1
(21)

where * represent s an irrelevant bit .

T heorem 4.1. With fix ed boundaries, all 1imit cycl es are of period 3, pro­
vided that the system is sufficien tly large.

As in sect ion 2.1, we will consider temporal sequences, and lab el t hem by
their limit ing behavior. For example, the definition of WA is

Wi = W/ (22)

if a~ = 0 for all t 2: to, for some to. It will be convenient to define the
following limit ing tempora l sequences:

Wi
B = [a; = 1 : t 2: tol

W C o = [a3m = 0 a3m+l = a3m +2 = 1 . 3m > tolt t , 1. 1. ' -

W C I = [a3m +l = 0 a3m = a3m +2 = 1 . 3m > to]t t , 1. 'l. ' -

W C 2 = [a3m +2 = 0 a3m = a3m +l = 1 . 3m > to]1. t , 'l. t '-

WDo = [a3m +l = 1 a3m = a3m +2 = 0 . 3m > to] (23)t t , t t ' -

WD I = [a3m +2 = 1 a3m = a3m +1 = 0 . 3m > to]t t , t t ' -

WD
2 = [a3m = 1 a3m +l = a3m +2 = 0 . 3m > to]t t , t t ' -
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Obvio usly, w Fo, WF' , and WF2 describe the same perio dic struc t ure , but
shifted wit h resp ect to ph ase; similarly for VV;Do , WF', and WF2. In t he
lemm as that follow, unless spec ifically stated , i ::::: L - 2.

Lemma 4.1. If Wi = Wl , then Wi+1 = Wi
A

.

Proof. By definition, a; = 1 for all t 2: to , for some to. From the definition
of the rul e, f(l * *) = 0, therefore a;+1 = °for all t 2: to + 1. Hence
WH 1 = Wi~I ··

Lemma 4.2. If VVi = W/ , then either VVi+1 = ~~'i or Wi+l = Wl~'l, where
n = 0, 1, or 2.

Lemma 4 .3 . If VVi = wFn, then either

i = L - 1, WL = wpn, and W L+1 = W£+1

or

or

W _WDn d W _ W Cn- 1
HI - i+1 an H2 - H2

or

W - WDn d W - W Dn-1
H I - H I an H 2 - H 2

where n = 0, 1, or 2, and all subtraction is performed modulo 3.

Lemma 4 .4 . If VVi = WFn then eit her

W W Cn- l d W W Dn-1
i+l = H I an i+2 = H 2

or

. L 1 W W Dn- 1 d W w Dn- 1
2 = - , L = L ,an L+l = L+l

or

W W Dn- l d W W Dn-2
H I = HI an H 2 = H 2

where n = 0, 1 or 2 and the subtraction is performed modulo 3.

In all cases, the pr oofs follow by considering VV; as a boundary, and con­
sidering all possible initi al values for the next t hree or four bit s.

From these four lemmas, it can be seen tha t what ever t he values of the
fixed boundaries (t hat is, Wo = wt or Wf , and W L+1 = Wr:+1 or W[+1)' all
the colum ns WI to W L must exhibit the limiting behavior of ~Cn or wFn,
where n = 0, 1, or 2. All these have period three , hence the theorem is
proved . Furthermore, these lemmas also yield t he allowed sequences. This
enables us to derive express ions for the numbers of limi t cycles , for all fixed
boundary conditions , and for L sufficiently large. These result s are given in
table 2. Similar techniques can be applied to all other ru les given above. T he
results are presented in Appendix A.
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(aO, aL+I ) p =3 Definitions

(0, 0) XL+l Xn = ! [n - 1 - i n]
(0, 1) 1 i n = ![1 + (_1)n]
(1,0) XL

(1,1 ) 1

Table 2: Numbers of limit cycles for rule 11 as a function of system
size and boundary condit ions.

5 . D iscussion

Thus far we have considered only const ant boundary condit ions. But th ere
are other possibilit ies: an and aL+ I could vary with t ime. Consider first
the case where the boundari es are initi ally set to one of the four constant
bou ndary conditions, but then noise is gradually int roduced. In thi s case ,
will th ere be definite limit cycles? For the case of rule 140, t he answer is yes.
This rule possesses multiple fixed points for each of the constant boundary
condit ions . Moreover , there is a set of configurations that are fixed point s
for any of th e four . It is possible to show th at, with the introduction of
noise, thi s set of configurations becomes th e limit ing set. Hence, the general
behavior (t hat is, multip le fixed poin ts) is pr eserved.

However , for other ru les, we can see th at when noise is int roduced there
will not be a stable set of limit ing configur at ions . Consider the case of rule 38
with noise. At some point in an infinit e run, each of the four fixed boundary
condit ions will occur for a lengt h of t ime sufficient for the zero-noise cycles
to appear. So, for example, a period-8 cycle may appear for some length of
time, while later a period-4 will arise. Thus, there will be tim es when th e
aut omata passes t hrough all of the cycles seen in the case of constant fixed
boundari es. However, since there is no cycle th at is common to all constant
boundary cond it ions, the system will never enter a st ab le cycle. Inst ead , we
will see portions of each of the possible cycles.

We will not consider here the other case , that of temporally periodic fixed
boundaries. It would be int eresti ng to see the effect such a boundary had on
the periods of limit cycles, and wheth er t he general type of limiting behavior
was sensit ive to such a change.

6. Concl usions

In th is paper, we have demonst rat ed t echn iques that yield the periods of all
limit cycles on arbit ra rily large lat tices for 46 of the 88 elementary rules. We
have been able to confirm the behavior seen by Binder [11] for these rules,
and verify that it does indeed hold for all system sizes. We note here that t he
general approach used , that of an analysis in terms of the limitin g behavior of
temporal sequences, is possible because we already know two such sequences
(that is, the boundaries).
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It is clear that subset s of ru les that possess some simplifying factor should
admit an ana lysis. The t echniques developed here were originally applied
solely to t he two-neighbor rules. T he fact that their use could be exte nded
was fortuitous. The problems of extending the meth od can be seen in t he
analysis of rule 11, where, in the proofs of Lemm as 4.2-4.4, we were required
t o consider the next three or four columns. If we at tempt to apply these
t echniques to arbitra ry rules, we will certainly encounte r cases in which we
need to consider more than four columns. In fact , there will be cases in
which we will be forced to consider t he whole system. In such cases, the
application of these techn iques is inappropriate, as is the case for rules that
possess variable or large cycle length s. In short, t hese techniques are useful
for a lar ge number of rules, bu t the select ion of appropriate rules is largely
nonsystematic.
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Appendix A: Tables of results

C. J. T wining

(aO, aL+l)
28 p=l p=2 Definitions

(0, 0) L+3-h 1 + q(2:L
-

1g ) _ L+3- h ] i n = W+ ( _l)nJ2 2 n = l n+2 2

(0, 1) L+1 ~ [ (2:~=l(gL-n +iL+l -n) ) - L] gn = gn-2 + 2gn- 3

(1, 0) h ~[gL+2 - hl go = 1, gl = 0, g2 = l.

(1, 1) 1 HgL + gL+l - 1]

30 p= l p= 2 p =4

(0, 0) 2-h [t. 0

(0, 1) 1 1-h It:
(1,0) h. 1- h 0

(1, 1) 1 [t. 1 - h

33 p= 2 p = 4 Definitions

(0,0 ) bL 0 b., = bn- 1 + bn-2
(0, 1) 0 bL- 2 bz = 1, b3 = 2.

(1,0) 0 bL- 2

(1, 1) 1 2bL- 4

38 p = l p = 4 p = 8

(0, 0) 2 0 0

(0, 1) 0 1- h h
(1, 0) 1 0 0

(1, 1) 0 1 0

62 p = l p = 6 Definit ions

(0, 0) 1 CL-5 + CL-G Cn = Cn- l + Cn-3 + Cn -4

(0, 1) 0 CL -4 c i = 1, C2 = 1,

(1, 0) 0 ct-4 + CL -5 C3 = 2, C4 = 4.

(1, 1) 0 CL-3

104 p = l p=2 Definit ions

(0, 0) dL 0 dn = dn-l + dn- 4
(0, 1) eL 0 en = en-l + en- 4
(1, 0) eL 0 do = 1, d1 = 1,

(1, 1) eL-2 + eL-3 1 - h d2 = 2, d3 = 3.

e l = 2, e 2 = 2,

e3 = 2, e4 = 3.

The table above gives the complete results for numb er and periods of all limit
cycles for a selection of rules. Note that the results do not necessarily apply
to the smallest lat ti ces. The numb ers of fixed points and period-2 cycles were
checked using matr ix meth ods [10]. For the remainder of the rules, we will
give only the allowed periods of limit cycles for each choice of fixed boundary
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condit ions. T he exact numbers of such cycles can be obtained by using eit her
the met hods in the text , or mat rix techniques [10].

Ru le no. Allowed periods Ru le no. Allowed periods
(0, 0) (0, 1) (1, 0) (1, 1) (0, 0) (0,1) (1, 0) (1, 1)

1 2 2 2 2 46 1 3 1 3

2 1 3 1 3 50 1,2 2 2 2

4 1 1 1 1 72 1 1 1 1

5 1, 2 1,2 1, 2 1, 2 76 1 1 1 1

7 1, 2 1,2 1,2 1,2 78 1 1 1 1

8 1 1 1 1 108 1, 2 1, 2 1, 2 1, 2

10 1 4 1 4 130 1 3 1 1,3

13 1 1 1 1 132 1 1 1 1

14 1 1 1 1 138 1 1 1 1

19 2 2 2 2 140 1 1 1 1

23 1, 2 1, 2 1, 2 1, 2 152 1 1 3 1,2 , 3

29 1, 2 1,2 1, 2 1, 2 156 1, 2 1, 2 1, 2 1, 2

32 1 1 1 1,2 160 1 1 1 1, 2

36 1 1 1 1 162 1 2 1 1, 2

40 1 1 1 1 168 1 1 1 1

42 1 3 1 3 178 1, 2 2 2 1, 2

44 1 1, 2 1 1,2 200 1 1 1 1

Appendix B : Rule 60

Rule 60 is defined as

j (OO* ) = j (lh ) = 0

j(Oh) = j(10*) = 1

T his can also be expressed in the addit ive form

where the addit ion is performed modulo 2. This rule can be genera lized
to th e case where the addit ion is performed modulo k , corres ponding to a
radius-1 k-state addit ive rule. We will perform the ana lysis for k = 2, but
t he same methods can be app lied to arbit ra ry k . Note that in t he periodic
case the evolut ion of states is linear , but is not always so in the case of fixed
boundaries.

Following Martin et al. [15J. we define the generating funct ion for a state
as

L

At(x) = :L:a;x i

i=l

T wo polynomials are equivalent if they describe the same state. T herefore

A(x) ;:oj B(x)
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if

A(x) = B (x) + O(XL+l )

C. J. T wining

The action of the rule on a. state can be expressed in terms of operations
on polynomials, as

where the polynomial coefficients are defined modulo 2, and l1() is t he value
of t he left boundary. App lying this rep eatedly gives the result

where AO(x) represent s t he initi al st ate . If A(x) lies in a limit cycle, then
the following must hold for some value of t 2: 1:

A(x) ~ (1+ x)tA(x) + ao[( l + x)t - 1]

Hence, we have the limit cycle equa t ion

[(1 + x)t - l ][A(x) + no] ~ 0

T he smallest value of t for which t his equation holds is t he period of the limit
cycle. The enumeration of limit cycles then corresponds to solving t he above
relat ion for t and the polynomial coefficients of A(x).

We note t hat the above equat ion always possesses a solut ion, valid for all
ao and A(x), given by

Hence, we can define the maximum cycle lengt h t = Pmax = 2{3 , where 2{3-1 :S
L < 2{3 . Since th is is a solution t hat is independent of A(x), we can deduce
that all states lie in limit cycles, the periods of which must be divisors of the
maximum cycle lengt h Pmax. This is in contrast to the periodic case, where
certain st ates (for example, all states composed of a single one) do not lie in
any limit cycle.

The non-linear case: ao = 1

In this case , t he limit cycle equat ion reduces to

[(1 + x)t - l ][A(x) + 1] ~ 0

The only solut ions to this are solut ions of the form

Hence all states lie in cycles of period Pmax as defined above.
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The linear case: ao = 0

In thi s case, we have to solve

A(x)[(l + x)t - 1] ~ 0

431

Let m be an odd positive integer , and a be a positive integer. T hen, either
t = m, or t = m2 <> . In the first case , the equation reduces to the m­
independent form

[x + .. ·]A(x) ~ 0

which has only two solut ions. These are t he fixed points A(x) ~ 0 and
A(x) ~ xL (t = 1), which correspond to the states oL and OL-11.

In the second case, the equat ion reduces to

[x2
'-' + .. ·]A(x) ~ 0

and is again independent of m . There are two classes of solutions to this
equat ion. If 2<> 2: L, th en all A(x) sat isfy this equation. If 'C' < L, there are
some solut ions A(x), namely those corresponding to all states with leading
zeros, the number of such being at least (L - 'P), and less than (L - 2<>- 1) .

To summarize, for a syst em of size L , where 'P < L ::; 2<>H , phase space
is parti t ioned as follows.

There are two fixed points A(x) ~ 0 and A(x)~~.

For m = 1 to a , there exist N(m) cycles of period p = Z" where

1 1'.
N(m) = - [2P - 2 2 J

P

The remaining states lie in cycles of period p = 'PH , which is either
Pmax or Pmax/2 , depending on L.

I
It is obvious that all these periods are divisors of Pmax, as required.
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