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Abstract . A class of parameterized boolean, one-dimensional, bi­
infinite cellular autom at a has been st udied and t heir behavior ob­
served when some param eters of the local funct ion are changed. T hese
aut omata are equivalent to a par t icular class of boolean neural net­
works and t he change in t he parameters corresponds to a change in
the symmetricity of t he connect ion matrix. T he purpo se is to ana lyze
t he different dynamics, beginning with a symmet ric connect ion ma­
trix and moving toward an ant isymmet ric one. We have observed that
simp le dynamics corresponds to the symmetric situation, whereas the
antisymmet rical case yields more complex behavior. On the basis of
these observatio ns, we have identified a new class of cellular auto mata
tha t is characterized by shift like dynamics (simple and complex sub­
shift rules); these cellular automata correspond to t he asymmet ric
sit uations and they are chaotic dynamical syst ems.

1. Introduction

Cellular automat a (C As) are dyn amical syste ms wit h discret e space and t ime.
Discret eness of space mean s t hat t here is a d-dimens ional lattice having a dis­
cret e var iab le t hat describes t he sta te of each site on t he la t t ice. Discret eness
of t ime mean s t hat t he state of each sit e changes at succ essive ste ps accord­
ing to a function of t he "ne ighbor ing" sites. Moreover , t his process happens
synchronous ly for every site on the lattice. Wolfram gave a classification of
CAs based on some exper imental observations abo ut their dynamical beh av­
ior , t hat is , on t he kind of st ructure eme rg ing from t heir evolu t ion [22]. In
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the same line, we define here a new class of CAs based on a different kind
of observation; our start ing point is the analysis of th e chaot ic properties of
the shift map.

The automata we consider are equivalent to a class of bi-infinit e neur al
networks with some restrictions on the connect ion matrix: every neuron is
connected only with itself, with its predecessor, and wit h its successor in
a linear arrangement. Furth ermore, the weights of the. forward, backward ,
and self-connect ion are identical for every neuron, and correspond to three
parameters a, b, and c that each characterize a particular net in the class.
By analyzing th e behavior of th e associated CAs as the three parameters
are changed, we have identified and studied five different kinds of dynamics.
The most interest ing of th ese dynamics consists of CAs that have a shift-like
behavior ; we have discovered that these rules correspond to subshift of finite
type [3, 18]. In parti cular , we have detected simple and complex subshift of
finite type , in which simple subshifts are CA rules th at behave like the shift
on a closed, invariant subset of configurat ions 2:0 , while complex subshifts
also have a closed and invariant subset 2:1 or 2:2 on which they show a
more complex shift ing behavior (alternat ing shift or double alternat ing shift ,
respectively). The most interest ing property of these ru les is their chaotic
nature. In fact , we have shown that simple subshift rules are chaotic on th e
set 2:0 , and that alternating and double alternating subshift rules are chaotic
on 2:1 or 2:2 .

In the next sect ion the basic definition s of CAs and the classification of
Wolfram are given. In sect ion 3 we int roduce a class of bi-infinite neur al
networks and show how to associat e a CA to each net . Sect ion 4 gives th e
structure of the rule space as the parameters of the networks are changed. In
sect ions 5 and 6 we analyze in detail the simple and complex subshift rules,
and finally, in sect ion 7, we draw some conclusions.

2. B asic definitions

In th is paper we shall consider only bi-infinite, one-dimensional (d = 1) CAs.
This means that the sites can be tho ught of as placed on a straight line.

Definit ion 2.1. An infinite, one-dimensional CA is a struct ure

c = (Z, G,r,h)

where

Z = {... ,-i, ... , 0, . . . , i, ... } is the set of cells, where i E Z is the location
of cell i;

G = {O, I , . .. , k - I} is the set of possible states of the cells;

r E N is the radius of the neighborhood;

h : G2r +l --; G is the local function, also called the ru le of the automaton.
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Definition 2.2. A configuration of a CA is a function that specifies a state
for each site of the lat tice

x. : Z -> C

and can be represented by a bi-iniiiiite sequence

x. = (. .. ,X-m , X-m+ l , ' . . , X- I , Xo , X + I , · · · , X m-l , X m , · · .).

In part icular , for sake of simplicity, in the sequel we denote by ) X I, . . . ,

X n ( the per iodic configuration x. = (. .. , X l, ... , Xn I X l, " " Xn , .. .) and by
( " , ( X I , . . . , Xm ) I (YI" " ,Yn) " ') the configuration x. = (. . . , X I, . .. ,xm ,

X l , . . . , X m I YI , . . . , Yn , YI , .. . , Yn , ... ) . Thus, the configuration space of the
CA is C Z , and the neighborh ood of a site i E Z is the vector

(i - r , i - T + 1, . .. , i - I , i, i + 1, . . . , i + T - 1, i + T),

tha t is, t he r sites to th e left and r sites to the right of i (plus i itself).
The global function of the CA

s CZ
-> C Z

associates with any configur at ion x. E CZ the configuration at the next t ime
ste p:

fl(X.) = (. . . , gi- I(X. ), gi(X. ), gi+l(X. ), .. .) E CZ,

where Vi E Z, its it h component gi : CZ -> C specifies the next state of site
i accord ing to the rule

Vi E Z.

On CAs the global function g gives rise to a discrete time dyn amical system

(DTDS) on th e phase space (;;z : for every configurat ion x. E C Z the positiv e
motion (or orbit ) of initial configurat ion x. is the mapping

I'f. : N -> CZ
,

which associates to any tE N the configuration at time t , I X(t ) := l(x.) E
CZ . The posit ive motion of initial state x. can also be written in sequent ial
not ation as

I'f. := (x. ,fl(x. ),l (x.) , · · · ,i (x. ), · · .).

Posit ive motion Ix is a solut ion of the difference equat ion x. (t + 1) = g(x.(t))
with initial condition x.(0) = x.. -

We denot e by Pern(g) the set of all the cyclic point s of period n , and
Per (g) = UnPern(g) . -

By elementary~CA we mean the case in which C = {O, I } and r = 1. We
denote by L; th e configuration space {O , I} z , and we consider th e Tychonoff
metric on the space L; (i.e, Vx, Y E L;) to be

00 1
d(x,y) = L 41i l 1xi - yJ

l = -CO

For boolean CAs of radius r we give the following definitions.
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D efinition 2.3. A CA rule h : {O ,lFr+! ---. {O, I } is a shift if, Vi E Z,
h ( Xi _ ,., .. . , Xi- I , Xi , Xi+l, · · · , Xi +r) = Xi +! , Trivially the corresponding global
function f1 is the shift on the configuration space

fl(X.) = 0'( , X- m , · · · , X - I, X o I X l, · · ·, Xm , )

:= ( , X - m , . . . , X- l , XOXl I X2 , ... , Xm , )

Not ice that the component mapping of cell i is

In the elementary case the shift ru le is unique and corresponds to ru le h170 ,

according to t he Wolfram classificat ion scheme [22].
The mapping zr is a homeomorphism of I;; in ot her words , both 0' and

O'R := 0' - 1 (the right shift ) are cont inuous with respect to the metric in­
troduced above. The shift map is a pro totypical chaot ic dynami cal syste m.
Following the classical definit ion of deterministic chaos [7] and some recent
results [1], th e essent ial features of chaos for a cont inuous next st at e function
9 on some metric st ate space are transitivity, meaning that for all nonempty
open subsets U and V of the state space th ere exists a natural numb er k
such that jk(U) nV is not empty ; and regularity, meaning the set of periodic
points of fl is a dense subset of the state space. As proved in [1], these two
condit ions imply the sensit ive dependence on init ial conditions , which is the
main feature of chaot ic behavior in dynami cal systems.

D efinition 2.4. A CA rule h: {O, 1}2r+! ---. {O , I } is an anti-shift if, Vi E Z,
h ( X i - r , . . . , X i ,. · . , Xi+r) = Xi +! . Th e associated global function 9 is the anti-
shift on the configuration space -

fl(X.) = O'(J;).

The ant i-shift is a homeomorphism of I; whose inverse is the right anti­
shift O'R(X.). Of course, the comp lex conjugate does not affect the chaotic
prop erties of the shift map . Therefore the ant i-shift dyn amics is also chaotic.

D efin it ion 2. 5 . A CA rule h is a subshift rule if the corresponding global
function 9 is such that there exists a closed, invariant subset I;o of I; (i.e.,
g(I;o) ~ I:o} on which it is the shift , soVx. E I;o, f1 (X.) = « (z ).

In order to describe the behavior of the particular class of CAs considered
in this work, let us give the following definitions.

Definition 2.6. A CA rule h is an alternating right subshift rule if the
corresponding global function 9 is such that there exists a closed, invariant
subset I;l of I; on which i t is the alternating right shift , soVx. E I;l , l(x.) =
~W· -
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In t his case, the dynamics of the automata, for every initi al state X. E L:I ,

has the form

The following sufficient condit ion is easy to prove.

Proposition 1. If a CA rule h, with associated global function g, is such
that there exists an invariant subset L:I of L: such that , "Ix. E L:~ !l(x.)
x. V O'R(X.) (i.e., Vi, h ( X i - T>'" , Xi , · · · , X i+r ) = Xi V Xi - I) and X 1\ O'h(X.) <
O'R(X. ) (i.e., Vi, Xi 1\ X i-2 ::::: Xi - I ) , then h is an alternating right subshift .

D efinition 2.7. A CA rule h is a right anti-subshift rule if the corresponding
global function !l is such that there exists a closed, invariant subset L:2 of L:
(i.e., g(L:2) <;;; L:2) on which it is the right anti-shift, so "Ix. E L:2, g(x.) = O'R(X.) .

In this case, for every X. E L:2

Every ant i-shift rule gives rise to a double alternate shift dynamic on L:2, so
vs: E L:2, l (x.) = 0'2(x.) .

2.1 Wolfram classifica tion of finit e ce llu lar automata

In the case of one-dimensional CAs consist ing of a finite numb er of cells, there
are many at tempt s of classification according to their asymptot ic behavior
[6, 9, 13, 17, 22]. Wolfram has studied CAs extensively and has suggested
th e following classificat ion [22] :

Class 1: auto mata that evolve to a unique homogeneous st ate afte r a
finite transient (static CAs).

Class 2: automa ta whose evolut ion leads to a set of separa ted and sim­
ple st able or periodic struct ures (space-time pat terns) (periodic CAs).

C lass 3: automata whose evolut ion leads to aperiodic ("chaot ic" )
space-t ime pat terns (chaot ic CAs) .

Class 4: automata that evolve into complex pat terns that have prop­
agative localized st ructures, sometimes long-lived (complex CAs).

CAs belonging to the first two classes are the simplest ; beginning with
any initial configuration they show a simple, periodic behavior. Wolfram has
also shown that the set of configurations obtained in t he infinite time limit
corresponds to a regular language. These syste ms have a low dependence on
initial condit ions and a low degree of disorder , which is easy to see from the
values assumed by the entropy and propagation speed [22].
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Class 3 contains aut omata th at evolve into "chaot ic" patterns. Wolfram
calls these automata "chaotic" because they show disordered (i.e., nonp e­
riodic) space-time patterns. These automata have a nonzero propagation
speed and a nonzero ent ropy th at decreases for a few time steps and reaches
an equilibrium value.

Class 4 contains "complex aut omata," charac terized by the presence of
propagation structures . These automa ta show periodic behavior with some
initial configur ations, whereas with other configurations th ey appear to evolve
into "chaot ic patt erns." There is no way to understand their dynamics with­
out observing th eir evolution.

For most Class 3 and 4 CAs, the limit set of configurations contains more
comp lex languages. It seems that CAs belonging to Class 4 are capable of
universal computation. Until now, the equivalence between th is computa­
tion al property and th e various statist ical charac te rizat ions of t he Class 4
rules has remained an open quest ion, bu t many observations confirm thi s
hypothesis.

Some examples of elementary CAs belonging to the first three Wolfram
classes are shown in the appendix (see Figure AI ). None of the elementary
CAs belongs to Class 4.

When dealing with finite CAs, it is necessary to introduce boundary con­
ditions to compute the values of th e first and the last cells of t he lattice.
Usually circu lar CAs or CAs in backgrounds of as are considered . On the
cont ra ry, in this pap er we deal with a particular class of bi-infini te CAs in
ord er to avoid some problems relat ed to these situa t ions.

2.2 The rule space for elementary cellular automata

A CA rule can be represented by a lookup table. For elementary CA rules
th e rule table is t he Boolean vector of length 8 = 23 .

Block
000
001
010
011
100
101
110
111

Transiti on
f ooo
foOl
folO
fan
flOo
f101
f no
fm

The rule space of elementary CAs can be defined as the pair (R , dh ) , where
R = {a, 1}8 is the set of 256 bo olean vectors of length 8 and dh is the
Hamming dist ance.

It is interesting to study the differences in the behavior of the CAs as
they move across the rule space ; in fact , it is possible to detect different
regions in this space th at contain aut oma ta with different char acteristics,
and to observe the change in the global behavior when moving along a path
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in the rule space. To help explore the rule space , a parameter A (which
describes the density of Is in the rules) has been int roduced [11]. Varying
this parameter from °to 0.5, it seems tha t CA behavior changes from a simple
dynamics to a more complex one, and increasing th e parameter th e behavior
passes from a complex to a simple one. In general, it has been observed that
CA dynamics go from order to disorder, passing through an intermediate
complex behavior (characteristic of Class 4) . Packard 's st udy of the rule
space for elementary CAs has shown in which regions the Wolfram classes
are located [16]; moreover , the connect ions between rules in the sam e class
and among the different classes are described. There are other techniques
for ana lyzing the rule space , such as Packard 's use of mean-field clusters to
organize changes in CA dynamics into rules. In this paper we st udy the rule
space of a class of elementary CAs according to yet anot her criterion.

In th e next section we introduce the par ticular model of neur al network
that we want to study and show th at it is equivalent to a CA mod el.

3. A class of hi- infinit e neural networks

D efini t ion 3 .1. A bi-infinite neural network can be defined as a st ructure

R = (Z, G, W,I, {Ii : i E Z})

where

Z = {.. . - i , . . . , 0, . .. , i, . . .} is the set of neurons;

G = {O, 1, . .. , k - I} is the set of st ates of the neurons;

W = (Wij ) i,j EZ , W ij E R , is the bi-infinite connect ion matrix , satisfying the
condition 'Ix.= (Xi) iEZ E GZ and Vi E Z, L j W ij X j is convergent ;

I E R Z is the threshold vector; and

Ii : R -+ G is the activation function of neuron i .

T he network has a hi-infinite number of neurons. It s global act ivation
function is the mappi ng 9 : GZ -+ GZ whose component funct ions 9i : GZ -+

G are defined as

Vi E Z

We consider the particular class of binary neural networks (i.e., G
{O, I }) whose act ivat ion funct ions are

9 i (X.) := HS (axi - l + bx , + CX i+l ) .

where the Heavyside function HS is defined as

HS(x) = {I if x 2: 0,° otherwise.
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Y-l Yo Y+ l h(Y-l, Yo,Y+d
a a a 1
a a 1 HS(c)
a 1 a HS(b)
a 1 1 HS(b+ c)
1 a a HS(a)
1 a 1 HS(a + c)
1 1 a HS(a + b)
1 1 1 HS(a + b+ c)

Tab le 1: Lookup tabl e for a one-dimension al bi-infinite CA.

In this case, the associated connect ion matrix has the form

b c 0 0 0 0
a b c a a a
a a b c a a
a a a b c a
a a a a b c
a a a a a b

T his network has a bi-infin ite number of neurons, and each neuron changes
its state on the basis of it s two adjacent neurons according to a homog eneous
act ivat ion function. It is easy to see th at this net is equivalent to a one­
dimensional , bi-infinite CA in which every site evolves according to a rule
whose lookup table is shown in Table 1.

Our goal is t o observe the behavior of this class of networks by varying
the three values a, b, and c. In par ticu lar , we are interest ed in st udying the
different dynamics beginning with a symmet ric weight matrix and moving
toward an asymmetric one until the ant isymmetric situa tio n is reached. We
have st udied the subset of the rule space obtained by changing the par ameters
a, b, and c, tr ying to det ect regions tha t have un ique behaviors.

At first we ana lyze the case b < aby varying the three par amet ers, which
yields the th ree subcases shown in Tab le 2. Tab le 2 shows which CA rules
corres pond t o th e different values of par ameters a, b, and c. In parenth eses
there are the rule numbers and the number of th e smallest equivalent rule
under the simp le t ransformations conju gacy and reflection [22]. In the fol­
lowing discussions, for each choice of the par ameters we always consider th e
sma llest equivalent ru le.

In t he next section we describ e the st ru cture of the rule space when the
par amet ers are varied .
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1. a > 0 and c > 0

c > - b and a < - b
c > -b and a > - b

-(a + b) < C < - b and a < - b
- (a + b) < c < - b and a > - b

- (a + b) < c and a < - b

2. a > 0 and c < 0

c > - a and a < - b
-a < c < -(a + b) and a > -b

c> - (a + b) and a > -b
c < -a and a < - b
c < - a and a > -b

3. a < 0 and c > 0

c < - a and c < - b
c > - a and c < -b

- b < c < -a
- a < c < - (a + b) and c > - b

c> -(a + b) and c > - b

Table 2: Three subcases for b < O.

Rule: 10111011 (Rule 187) (eq. 34)
Rule: 11111011 (Rule 251) (eq. 32)
Rule: 10110011 (Rule 179) (eq. 50)
Rule: 11110011 (Rule 243) (eq. 34)
Rule: 00110011 (Rule 51)

Rule: 00110001 (Rule 49) (eq. 35)
Rule: 01110001 (Rule 113) (eq. 43)
Rule: 11110001 (Rule 241) (eq. 42)
Rule: 00010001 (Rule 17) (eq. 3)
Rule: 01010001 (Rule 81) (eq. 11)

Rule: 00000011 (Rule 3)
Rule: 00100011 (Rule 35)
Rule: 00000011 (Rule 11)
Rule: 00100011 (Rule 43)
Rule: 10100011 (Rule 171) (eq. 42)

4 . Structure of the ru le space

We have detected five kinds of dynamics:

1. Attracting fixed-p oint dynamics with a unique isolat ed cycle of order 2

2. Attractin g periodic dynamics

3. Simple subshift rules

4. Complex subshift rules consisting of simple subshift and alt ern atin g
right subshift

5. Compl ex subshift rules consist ing of simple subshift and double alte r­
nating right subshift

Figure 1 shows which rules are obtained by varying parameters a and c,
and considering b < O. The y axis represents parameter c, and the x axis
represents parameter a. The different regions in t he graph correspond to
particular values of the t hree parameters. For example, Rule 43 corresponds
to the two choices

a > 0, b < 0, c < 0, - a < c <-(a + b), and a > -b
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Figure 1: Rule space for b < O.

a < 0, b < 0, c < 0, - a < c <-(a +b), and c> - b.

Neural networks with symmet ric matrices (a = c) corres pond t o simple
CA rules that belong to Classes 1 (h32 ) and 2 (hI, h50 , h5d. For every initial
configurat ion t hey evolve to a fixed point or to a cyclic state of period two.
For a rule in Class 1 there are a unique attract ing fixed-point cycle (the
null configuration) and a unique isolat ed cycle (the configurat ions )01( and
)100 . Moreover, th e basin of attraction of the null configurat ion is the enti re
phase space minu s the two points of the cycle, while for rules in Class 2
the cycles are not isolated. The remaining rule space contains subshift rul es
(h34 , h42 , h3 , h35 , hl1 , h43 ) ·

Rules h34 and h42 are subshift rules in which the subset Eo (see Definition
2.5) is an attractor. Beginning with any initial configuration, t he evolut ion
leads the aut omata t o Eo afte r one t ime ste p (Figur e 2).

The other rules (h3 , h35 , h l1 , h43 ) , which corres pond to the ant isymmetri­
cal sit uation, are mor e complex in the sense that they divide the configuration
space into three subsets : one in which they act as th e simple shift rule (Eo),
one in which they show a more complex shift ing behavior (E I or E2 ) , and
one (f; = E \ (EoUEi ) ) that is not attracted by Eo or E i , and in which f; can
be further divided in more complex subse ts (F igure 3). Table 3 summarizes
th e characte rist ics of the rules for the case b < O.

In the next section the characterist ics of the simple subshift rules are
analyzed in det ail.
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Figure 2: Structure of ~ for simple subshift rules.

Figure 3: Stru cture of ~ for complex subshift rules.

[ Rule I D ynamics
32 Unique attracting fixed point and unique isolated periodic poin t
1 Periodi c

50 Periodic
51 Periodic
34 Simple subshift
42 Simple subshift
3 Simple subshift and alt ern ating right subshift

35 Simp le subshift and alternating right subshift
11 Simple subshift and double, alternating right subshift
43 Simp le subshift and doub le, alt ern ating right subshift

Table 3: Rule characteristics for b < O.

5. Subshift rules

A subshift ru le can be characterized by the closed , invar ian t subset I;o in
which it behaves like a shift . From another point of view, it can also be
characterized by the list of forbidden blocks, tha t is, the blocks that must
not appear in the init ial configurat ion (and thus, by the invar iance of I;o ,

in the ent ire dynamical evolut ion). It is easy to char acterize th e subset I;o

introduced in Definition 2.5, t aking int o account definitions of gi and a i. In
fact , a configuration :J:: E I;o iff

Vi E Z.

If we call adm issible the blocks (Y- Tl . .. , Yo, . .. ,Y+r) E {O, 1F r+1 such that

h(Y- Tl"" Y-l ,Yo ,Y+l ,"" Yr) = Y+1 ,
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- -

0 0 0 0
0 0 1 1
0 1 0 0
0 1 1 0
1 0 0 0
1 0 1 1
1 1 0 0
1 1 1 0

Table 4: Transition table for elementary rule 34.

and forbidden the blocks such that

h (Y- r , . . . , Y-I , Yo, Y+I , · ·· , Yr) =f Y+I ,

then the following lemma is easy to prove.

Lemma 1. A configuration x. E ~o iff Vi, (Xi- r ... , Xi-I , Xi , Xi+l, .. . Xi+r) is
admissible, that is, iff X. is mad e (only) of admissible blocks.

The admissible and forbidden blocks of a CA rule can be quickly found
from the t ransit ion table of th e local rule. For instan ce, given the t ransit ion
table (Table 4) for elementary rule 34 we see that the forb idden blocks are
(0, 1, 1) and (1, 1, 1). The subset on which rule 34 is a subshift is the set of
configurations that do not cont ain these blocks. It turns out that t his is the
set of configurat ions that cont ain only isolated Is.

Theorem 1. Th e subset ~o is closed an d strongly invariant (i.e., H(~o ) =
~o)·

Proof. Let x. E ~ \ ~o. Then, by Lemma 1, there exists in X. a forbidden
block, centered in site i o (Xio- r , . . . , Xio,. · ., Xio+r). Now, let m o E N be such
that i o+ r < mo and mo > r - i o. T hen the open sphere B I/4mo(x.) consists
of all the configurat ions JL E ~ such that

Y- mo = X- mo, · · ·, Yo = Xo, · · · , Ymo = Xmo·

Thus, they also contain the forbidden block (Xio- r, ... , Xio, · ·· , Xio+r ). Ac­
cording to Lemma 1, X. E B I / 4mo(x.) ~ ~ \ ~o , concluding that ~ \ ~o is open
and consequent ly ~o is closed.

To show that ~o is st rongly invariant , we have to prove that g(~o) = ~o .

First we show that g(~o ) ~ ~o . Suppose that X. E ~o , that is, th at it is made
of admissible blockS. Then, since Vi E Z
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we find that g(x.) is made of admissible blocks also, or g(x.) E r;o.
Now, we show that 5Z(~o) ~ r;o. Since -

((Ji~lr(x.) , · · · , (Ji-I(z) , .. . , (J;;r(x.)) = (Xi-r- I, . . . ,Xi-I , · · ·, xi+r- d
Vi E Z

(J- I(x.) is made of admissible blocks. Then 5Z is a shift on (J- I(x.) and

An important question that arises is whether , given a set of admissible
blocks, the set r;o is not empty. It is possible to give a necessary and sufficient
condition to determine whether th e set r;o of a CA ru le is not empty.

Proposition 2. The set r;o of a CA rule with n admissible blocks is not
empty iff it is possible to find a segm ent of length n + 1+2".. (i.e., an element
of {O, 1}n+1+2r) made of admissible blocks (where ".. is the radius of the CA).

Proof. Fir st we note that if there are no admissible blocks then r;o must be
empty. Oth erwise, let n be the numb er of admissible blocks. Every segment
of length n +1+2".. in any configuration x. E r;o is made of admissible blocks.
In part icular, there is at least one segment of length n + 1 + 2".. made of
admissible blocks. This condit ion is also sufficient . In fact , suppose that we
have a segment of length n + 1 + 2".. made of admissible blocks

This segment cont ains n + 1 admissible blocks; however , because there are
only n different blocks, two of them must be equal. Suppose they are
(Xi - T>' " , Xi, ' " , Xi+r) and (Xj- T> ' " , Xj, .. . , x j+r), with i < j . If we repeat
the segment (Xi, . . . ,Xj-I) infinitely we obtain a configur at ion

. .. , Xi - r, . . . , Xi, ... ,Xj = Xi , .. . , Xj+r == Xi+ r , . . . ,Xi, . . .

that is made of admissible blocks. •

Thus, to check whether r;o is empty for a given CA rule, it is enough to
make a list of all the segments of length n + 1 + 2".. , and th en find out if there
exists one segment made of admissible blocks.

Example. Rule 34 has 6 admissible blocks, so we need to write all segments
of length 9. Among t hem, segment (0, 0, 1, 0, 0, 0, 1, 0, 0) is made of admissible
blocks, so we are certain that r;o is not empty. Because the admissible block
(0, 1, 0) is repeated twice,

i j
~~

(0, 0, 1, 0, 0, 0, 1, 0, 0) ,
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the admissible block between the ith and (j - l )st places is (1,0 ,0 ,0 ); by
repeat ing indefinitely we build a configuration of ~o :

. . . , 0, 1, 0, 0, 0, 1, 0, 0, 0, . ..

- - -
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 1
0 0 0 1 0 0 1 0
0 0 0 1 1 0 1 0

1 1 1 1 0 0 0 0
1 1 1 1 1 0 0 0

T he analysis of the dynamics of rule 34 can be completed by showing that
every configuration falls into ~o afte r one step, that is, the CA is definite ly
a shift. In fact , if we look at the transit ion table

I Xi-2 Xi-l Xi Xi+! Xi+2 I gi- l (X) gi(X) gi+l (X) I

we see that the blocks that app ear after one step are admissible. We now
put togeth er all the results about th e subshift elementary rules.

Proposition 3. Elementary rule 34 is a subshift over the (nonempty) set
of configurations ~o that do not contain the forbidden blocks (0, 1, 1) and
(1, 1, 1). Every configuration in ~ goes to ~o in one step.

An analogous result holds for rule 42.

Proposi t ion 4 . Th e elementary rule 42 is a subshift over the (nonempty)
set of configurat ions ~o that do not contain the forbidden block (1, 1, 1).
Every configuration in ~ goes to ~o in one step.

A subshift over an invariant subset ~o can also be specified by giving two
objects ([2, 3, 18]):

1. a positive integer n , and

2. an n x n matrix (M) with ent ries in {O, I }.

Using these two objects it is possible to bui ld a finite set A with n elements,
called the alphabet of the subshift , and a special subset ~o of the hi-infinite
sequences of elements of A :

~o:= {;r = (.. . , X- l , XO, X+l , " ') :
'lit E Z, Xt E A , and M (xt, Xt+! ) = I} .

~o consists of all the adm issible sequences of elements of M , called the transi­
tion matrix, a sequence ;r being admissible if M( xt , Xt+l) = 1 for each t E Z,
that is, if the pair XtXt+! may appear as adjacent symbols in the sequence.
T he subshift can also be described by giving the list of forbidden blocks, the
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Figure 4: Subshift rule 34.

sequences of symbols that cannot appear consecut ively in a configuration
x. E I;o · Another way of describing a subshift is by a directed graph (V,E )
that has n vert ices VI , . . . , Vn and whose edges are described by matr ix M .

It is easy to see that this kind of description corresponds to the other
definit ions given above that characterize the subshift rules over the subset
I;o ·

Definit io n 5.1. A transition matrix M is called irreducible if, for every
couple a :s: i , j :s: n , there exists an integer k = k( i , j) > a such that
( Mk )ij i- O. This means that there is a sequence of edges from any vertex to
any other vertex :

VVi ,Vj E V 3k = k (i ,j ) such that (Vi ,Vi+l ) E E ,

(Vi+l , VVi+2) E E , . .. , (Vi+k> Vj) E E.

In [4] an algorithmic procedure is given in order to obtain in a reduced form
the t ransit ion matrix associated wit h a one-dimensional CA rule. The matrix
presented in t he following are const ructe d according to this procedure.

Example. In t he case of elementary rule 34, the t ransit ion matrix for n = 2
is the following:

We can define the alphabet A = {a, I} , whose corresponding graph is shown
in Figure 4. In this case I;o contains only isolated Is.

Example . For elementary rule 42 with n = 4, the alphab et has four symbols
A = {qo, ql , qz, q3 } , where the symbols correspond to th e strings qo = 11,
q: = If), qz = 01, and q3 = 00. The corresponding graph is shown in Figure
5, and matrix M 42 is

In this case, the one-entry in the matr ix between the symbol qo and q2
means that in the admissible, bi-infinite configurat ion the st ring 11 can be



284 G. Braga, G. Cattaneo, P. Flocchini, and G. Ma uri

Figure 5: Subshift ru le 42.

followed by the st ring 01. In the examples that follow we will denote by qo,
qI, q2 , and q3 the strings 11, 10, 01, and 00, respect ively.

From Definition 5.1 it is easy to see that elementary rules 34 and 42 are
described by an irreducible matrix. In [19] t he following theorem and lemma
are proved.

Theorem 2. If the matrix M associated to a subshift over a subset L;o is
irreducible, then the subshift with domain L;o has (1) a countable infinity of
periodic orbits , (2) an uncountable infinity of nonperiodic orbits , and (3) a
dense orbit.

Lemma 2. Suppose M is an irreducible matrix. Then, given any a, bE G
there exist a k = IGI and an admissible string 81 , ' " 8k such that a, 8 1 , . .. 8k , b
is an admissible string of length k + 2.

On the basis of the previous observat ion and Lemma 2, we give the fol­
lowing theorem.

T heorem 3. The subshift rules with irreducible t ransit ion matrix Mare
chaotic over the closed, invariant subset L;o.

P roof. In orde r to prove that a subshift ru le 9 is chaotic over a set L;o, we
want to prove that , relat ive to L;o: -

1. fl is transit ive, and

2. Per~o (fl), the set of periodic points in L;o, is dense in L;o.

Since A is irreducible, it follows from the previous observat ions that the
subshift has a dense orbit , and thus it is t ransit ive. Now, we want to prove
that VI;. E L;o, VE, :3y E Per~o (fl) such that y E B,(I;.).

Let us consider a fixed configuration I;. E L;o (I;. = (. . . ,X-m , . . . ,X-1 IXo,
Xl , .. . X m , . . . )). Then for every E, we want to build a periodic configuration
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Y E ~o tha t belongs to BE(;E.). For any E, let us consider an m such that
E< 114m and an admissible st ring (S 1, ... , 8k) with th e pro perties of Lemm a
2. Then we build th e periodic configuration

JL = (. .. , 8 1" " 8k , Y-m , · · · ,Y-l I Yo,Yl, ' " Ym, 81 , ·· · 8k ,

Y-m,· · · ,Y- l ,Yo, Yl ,' " Ym, . .. )

in such a way tha t Xi = Yi for -m < i < m . In t his way Y E BE(;E.). Because
(from Lemm a 2) Ym, 8 1, . . . 8k , Y-m is an admissible string~i t follows t ha t Y is
made only of admissible st rings, so JL E ~o· • -

The st ruc t ure of ~ for th e simple subshift rul es is shown in Figur e 2. In
the next sect ion th e char act eristi cs of the complex subshift rules are analyzed
in detail.

6. Complex subshift rules

In t his sect ion we ana lyze the complex subshift elementary CA rules !:L3' !:L35 '
!:L
ll

, and !:L45 ' In order t o st udy th eir dynamics we introduce the following
definition.

Definition 6.1. For a CA with local rule h : {O, 1Fr+l f-7 {O, I} we define
h[2] : {O, 1}4r+l ---> {O, I} in th e following way:

h[2J(Y_2r," " Yo , · ··, Y2r) =

h(h(Y-2Tl" " Y-To, . . . ,Yo), ... , h(yo, . .. ,Yr " ', Y2r))

6.1 Simple subshift and alternating right subshift

Rules !:L3 and !:L35 are both simple and alte rnat ing subshift . Using the same
technique used in th e previous sect ion, it is possible to prove th e following
proposition.

Proposition 5. Rule 3 is a subshift over the (nonempty) set of con figura­
tions ~o that do not contain the forbidd en blocks (000), (011), (101), and
(111). Th ere is at least one configuration in ~ that is not at tracte d by ~o.

Proof. VYe only prove the second par t of the proposition because the first
part can be easily proved in analogy wit h th e cases previously discussed. We
want to show that :3;E. E ~ , limh OO i(;E.) 'I- ~o · We can consider, for instance,
the configuration X = ( . .. (0) I ( 1) ~.. ) . It is easy to see that it is a periodi c
point , thus limh oo l(;E.) 'I- ~o· •

We can also describ e subshift rul e 3 by means of its corres ponding gra ph
and tra nsit ion matrix. For n = 3 we have A = {Ql ,Q2,Q3}. The transition
matrix is

MF OH)
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Figur e 6: Subshift ru le 35.

It is easy to see that M3 is not irreducible.
T he following proposition holds for rule 35.

P roposit ion 6. Rul e 35 is a subshift over the (nonempty) set of configura­
tions ~o that do not contain the forbidden blocks (000), (011), and (111).
There is at least one configuration in ~ that never goes to ~o.

Describing rule 35 by means of its corresponding graph and transit ion matrix,
we have n = 3 and A = { Ql ' Q2, Q3} , and the t ransit ion matri x has the form

(
011)

M 35 = 1 0 0 .
010

NI35 is irreducible and t he corresponding graph is shown in Figure 6.
In analogy with ~o , it is easy to characterize the subset ~1 int roduced in

Definit ion 2.6:

In fact , a configurat ion x E ~1 iff, Vi E Z,

(g2);(X) = h [2 )(Xi-2r, . .. ,Xi, . . . , , Xi+ 2r ) = (aR)JX) = Xi- I'

If we call admi ssi ble the blocks (Y- 2r, . . . , ,Yo , . .. , Y+2r) E {O, I }4r+l such th at

h~ ( ) -Y- 2,., . . . , Yo , . . . , Y+2r - Y- l ,

and [orbidden the blocks such that

h[2 )(Y- 2,., ... ,Yo, . . . , Y+2r) i- Y-l ,

then the following lemma is easy to prove.
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Lemma 3. A configuration x. E ~ I iff, Vi ,

(Xi-2r, . . . , Xi , · · · , Xi+2r) and (gi-2r(;IJ , ... , gi(x.), . .. , gi+2r(X. ))

are admissible, that is, iff x. and flJX.) are made of admissible blocks.

Theorem 4 . Th e subset ~ I is closed and strongly invariant (i.e., g(~d =
~I) . -

Proof. x. E ~ \ ~I iff th ere exists either a forbidden block cente red in ia
(Xio- 2r, , Xio, ... , Xio+ 2r ), or a forb idden block centered in i l (% - 2r(X.) , . . . ,
gi, (x.) , , gi,+2r (x.)) . Choosing ma E N such t hat ma > max{ (ia+2r, i l +2r}
and ma > min{2r - ia, 2r - id and proceeding as in Theorem 1, we can
conclude t hat ~I is closed.

Let x. E ~I . Then, by Lemma I ,

(gi,-2r(x.) , ... , gi, (x.) , ... , gi,+2r(x.) ) Vi

is admissible. Moreover,

(gI,- 2r(x.) , . . . , gI, (z) , ,gI,+2r (x.) )

= ((aR)i,-2r(X.), , (aR);, (z), ... , (aR);,+2r(X.))

= ( Xi l -2r - l , . .. , X iI- I , . .. 'Xi I + 2r -l) ,

which is an admissible block, so g(x.) E ~I .

Let x. be an admissible configura t ion; then ad x.) is also an admissible
configurat ion. Since goaL = aLog and g(x.) is admissible (owing to Lemma
3), .cz(ad x.)) = ad .cz(x.)) is admissib le. We can conclude that

.cz(.cz(ad x.) )) = l (ad x.)) = x.

with .cz(adx.) ) E ~I · •

The admissible and forbi dden blocks of an element ary CA rule can be
found quickly from the t ra nsit ion table of h[2](Xi-2 , Xi-I , Xi, Xi+l , Xi+2) us­
ing th e same pro cedure describ ed above. In the same way it is possible to
determin e whet her the subset ~ I is empty.

Using this technique to detect th e forbidden blocks for ~I , we obtain , in
the case of rule 3, that they are bi = (10100), b2 = (10101), b3 = (lOllO) ,
and b4 = (l0111). The following proposit ion is then easy to prove.

Proposition 7. The blocks b, = (10100), b2 = (10101), b3 = (lOllO), and
b4 = (10111) are forbidden iff the block (101) is forbidden.

Proof. Suppo se bl, b2 , b3 , and b4 are forbidden. It follows that th e block
(101) is also forbi dden, because it cannot app ear in any configurat ion X E ~I

followed by the couples 00, 01, 10, or ll.
Conversely, if (101) is forbidden, then X E ~I does not cont ain (101) fol­

lowed by the couple 00,01 , 10, or ll. Hence bl , b2 , b3 , and b4 are forbidden. •

As a consequence of Lemm a 2 and Proposition 7, t he following proposit ion
holds.



288 G. Braga, G. Cattaneo, P. Flocchini, and G. Mauri

Figure 7: Structure of E for rule h3 .

Proposition 8. Rule 3 is an alternat ing right subshift over the (nonempty)
set of configurations ~1 that do not contain the forbidden block (101). Every
configuration goes to ~1 in one step.

The st ruct ure of ~ for rule 3 is shown in Figure 7.
The results for rule 35 can be proved easily using the same technique.

Proposition 9. Rul e 35 is an alternating right subshift over the (nonempty)
set of configurations ~1 that do not contain the forbidden block (101). There
is at least one configuration in ~ that does not go to ~1 in a finit e number
of steps.

We give an example of a configura t ion that does not go to ~1 in a finite
numb er of steps. The configurat ion J2= (. .. 1010 I 000000 ...) , which can be
writ ten as

J2 = (.. . (10) I (0) . . .) ,

Theorem 5. An alternating subshift rule whose transition matrix corre­
sponding to fi is irreducible is chaotic over the closed invariant subset ~1 '

Proof. Because g2(J2) = a(J2) for any J2 E ~1 , and the transit ion matri x
corresponding to g2 is irreducible, it follows from T heorem 3 that g2 is chaotic
on ~1 , and th us has a dense orb it . If l has a dense orb it , t hen 2. also has a
dense orbi t , so 9 is tran sit ive.

Now we want to prove that 'r!;]2 E ~1 and 'rIE, :Jy E B.(J2) n Per (g).
Let us consider a configuration J2 E ~1 (J2 = (.. . ,X - m , . .. , X - I , X o , X 1 , ~' .

Xm , )) , where m is such that 114m < E. We consider an admissible st ring
( Sl , ,Sk ) with th e properties of Lemma 2, and we build a configurat ion
'fL E Per(,2.2) = Per(a),

'fL = OSl,' " Sk , Y- m, · ·· ,Y-1 ,Yo,Y1, ·· ·Ym() ,

where )x] , . . . ,Xn ( means th e bi-infinite repet ition of the st ring X l , ... , X n .

Because (Ym , S l ,· · · S k , Y- m) is an admissible st ring (from Lemma 2), it follows
th at Y is made of admissible st rings only, so Y E ~1 is periodic with period
n = k +2m + 1. -
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Figur e 8: Subshift rul e 11.

Let us consider g(y) . Because g(y) = y /\ (JR (Y), it is easy to see that, if
Y E Pern (g2), the n g(y) E Pern (g2 ) ;;;; Per~ ((J ) . In fact , Y E Per(g2) has th e
form - - - - - -

'!L = OSI, . . .Sk,Y- m, · ·· ,Y-l ,Yo,Yl ,· · .YmO·

Since fl('!L ) = 'Q /\ (JR('!L ), fl('!L ) has t he form

)(SI /\ Ym) , (S2 /\ SI), . .. , (Y-m /\ Sk) , . .. , (Ym /\ Ym- l )(.

Thus g(y) is st ill periodic and belongs to Per.,(g). Because Y is such that
Yi = x~, Vi with - m < i < m, it follows that '!L E-B. (X) • -

6 .2 Simple subshift and double alt ernat ing right subs hi ft

Rules fl
ll

and ~3 are both simple and alternat ing subshift .

Prop osi t ion 10. R ule 11 is a subshift over the (nonempty) set of configura­
tions ~o that does not contain the forbidd en blocks (000), (101), and (111).
Th ere is at least one configuration in ~ that never goes to ~o (for instance,
the configuration )0011().

The proof is similar to the one for rule 3 shown previously. Describing rule
11 by means of its corresponding graph and transit ion matrix , we have n = 4
and A = {qo, qi , qz, q3}, and the t ransit ion matrix Mll has th e form

Mll is irreducible and the corresponding graph is shown in Figure 8.
For rule 43 t he following prop osition holds.
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Proposition 11. Rule 43 is a su bshift over the (nonempty) set of con figu­
rat ions ~o tha t do not contain th e forbidd en blocks (000) and (111). There
is at least one configuration in ~ tha t never goes to ~o (for instance, the
configuration) 1100().

Describing ru le 43 by means of its corres ponding graph and t ra nsition
matrix, we have n = 4 and A = {qo , ql, qz, q3 }, and t he tr ansiti on matrix
M43 has the form

M43 is irreducible.
Now we cha racterize the subset ~2 in ana logy to th e characterization

of subset ~o . The subset ~2 introduced in Definition 2.7 is such tha t a
configuration x E ~2 iff

Vi E Z.

If we call admissible t he blocks (Y-2r , ... ,Yo, ... , Y+2r) E {O, I}4r+l such that

h[2](Y-2r, . .. ,Yo, · ··, Y2r) = Y-2 ,

and f orbidden t he blocks such th at

h[2](Y-2r, . .. ,Yo, ... ,Y2r) -I Y-2,

then we can prove the following lemm a.

Lemma 4 . A configuration x. E ~2 iff Vi,

(Xi-21" ' " , Xi , · · · , Xi+2r) and (gi- 2r(X.) , . . . , gi(X. ), .. . , gi+2r(X.))

are adm issible, th at is, iff x. and gJx. ) are m ade of admissible blocks.

Theorem 6. Th e subset ~2 defined above is closed and st rongly invariant
(i.e., 2.(~2) = ~2)'

Proof. We observe t hat ~2 can be describ ed by the form

~2 : {x E ~ : 2.(x ) = (JR(X)},

To show th at ~2 is st rongly invariant we have to prove that g ( ~2) = ~2. First
we show that 2. ( ~2) t:;; ~2' Suppose that x E ~2 , so it is made of admissible
blocks. Then, because

(- - --)
~ Xi -r - l , · · · , Xi - I, · · . , Xi+r~ l Vi E Z,
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it is also easy to see th at g(x) = (Xi- r, .. . , Xi, . . . , XHr) is made of admissible
blocks, that is, g(x) E I:2-:-

Now we show that 9.(I:2 ) :::2 I:2 · Because

(((JR);!r(X ), ... , ((JR); I(X), . . . , ((JR);: r(X))

= (Xi-r+I, . . . , XH I , . .. , XH r + l ) Vi E Z,

(JR-I (X) is made of admissible blocks. Then 9. is a shift on (J - I(X) and

The admissible and forbidden blocks of an elementary CA rule can be
found quickly from the tr ansition table of h [2](Xi - 2 , Xi- I, Xi , Xi+1, XH2 ) using
th e same proc edure th at we describ ed in Section 3. In the same way it
is possible to check whet her the subset I:2 is emp ty. Using the technique
describ ed above to detect the forbidden blocks for I:2 , we obtain in the case of
rule 11 tha t they are bl = (10110), b2 = (10111), b3 = (01000), b4 = (01001),
bs = (01010), and b6 = (01011). We can prove the following.

Proposition 12 . Th e blocks bl = (10110), b2 = (10111), b3 = (01000) ,
b4 = (01001), bs = (01010), and b6 = (01011) are forbidden iff the blocks
(101) and (010) are forbidden.

P roof. Suppose that blocks bl , b2 , b3 , b4 , bs, and b6 are forbidden. From bz,
b3 , b4 , bs, and b6 it is easy to see that (0, 1, 0) cannot be followed by 00, 01,
10, or 11, which means th at (0, 1, 0) is forbidden. From bl and b2 it is easy to
see tha t (1011) is also forbidden ; but because (1010) is also forb idden (as an
imm ediat e consequence of the fact tha t (010) is forbidden), we conclude that
(101) can be followed by neither 0 nor 1, which means tha t it is forbidden.

Conversely, suppose (101) and (010) are forbidden. It is immediat ely
clear that bl , b2 , b3 , b4 , bs, and b6 are all forbidden because each of them
contains one of the forbidden blocks ((101) or (010)) .•

As a consequence of Lemm a 3 and Proposition 12, th e following proposi­
tion holds.

Proposition 13 . Rule 11 is a double alternating right subshift over the
(nonempty) set of configurations I:2 that do not contain the forbidd en blocks
(101) and (010) . Th ere is at least one configuration in I: that never goes to
I:2 (for instance, the configuration )100() .

Proof. The proof follows directly from the fact th at "Ix. E I:2 rule 11 can be
expressed as 9.11(x.) = (JR (x. ).•

Proposition 14 . Rule 11 is an alternat ing right subshift over the (nonempty)
set of configurations I: I that do not contain the forbidden blocks (011) ,
(1000) , and (1010) . There is at least one configuration in I: that never
goes to I: I (for instance, the configuration )0011() .
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Similar results for rule 43 can be proved using the same technique.

Proposition 15. Rul e 43 is a double alternating right subshift over the
(nonempty ) set of configurations 2:;2 that do not contain the forbidden blocks
(0100), (1011) , (1101), (00101) , and (10010) . Th ere is at least one configu­
ration in 2:; that never goes to 2:;2 (for instance, the configuration (.. . (l00) I
(0) .. .)).

We now state th e following result , which can be proved similarly to th e
case of the alte rnat ing right subshift .

Theorem 7. Double alternating subshift rules that have an irreducible tra n­
sition matrix are chaotic over the closed, invariant subset 2:;2.

The evolution of subshift rul e 11 is shown in the appendix. Figure A2
is the space-time diagram of th e CA start ing with an initial configurat ion
E 2:;0 (simple left subshift ) . Figur e A3 is the space-time diagr am of th e same
rule start ing with an initial configur ation in 2:;2 (double alte rnating right
subshift) .

7. Conclusions and open problems

Analyzing the st ructure of the rule subspace of Figure 1, we have observed
that CAs have a simple behavior in correspondence to th e symmetric region
(a = c), whereas, in the ant isymmetric case (a = - c) a compl ex subshift
behavior has been det ected (asymmetric region). In the rest of th e rule
subspace the CAs show a simple subshift behavior . Summarizing our results,
we can divide the rule spa ce in 3 regions:

1. The symmetric region with periodi c rules,

2. The asymmetric region consisting of simple subshift rul es, and

3. The ant isymmetric region consist ing of compl ex subshift rules.

It is int eresting to not e that the periodic rules are distributed along th e line
of symmet ry, and the complexity increases with an increase in asymmetry.

For the simple subshift rules, the subset 2:;0 is an att ract or , and all the
initial configur ations will event ually fall into it ; in the particular cases we
have considered, they fall into 2:;0 after only one step . In t he complex sub­
shift rules we observe also th e set 2:;i (i = 1,2 ) on which the rules have a more
complex behavior ; in this case the set t = 2:; \ ( 2:;0 U 2:;i ) is in genera l not
att racted by an invariant subset of configur ations. We are now investigating
the subspa ce t for the complex subshift rules, and we ar e t rying to give a
precise characterizat ion of this subspace . To date, the precise description of
this space is st ill an open question, but our st udy suggests that the charac­
terizat ion of t can be refined and different behaviors can be identified. For
example, we have detected three subsets wit h different dynamics:
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Figure 9: Rule space for b > O.

1. a subset at t racted by I;i ,

2. a subset at tracted by I;o , and

3. an invar iant subse t I;I ~ t.

We have proved that simple subshift ru les that have an associated irr educib le
t ransition matrix have the classical properti es of chaotic dyn ami cal systems
on I;o , and the same hold s for the alte rnat ing and double alte rnat ing subshift
on I; i.

For sake of completeness we include the ru le space for b > 0 (Figure 9) . In
this case, the rul e subspace has a simpler st ruc ture . The differences between
the two cases merit fur ther study.
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Appendix
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Figure AI : Spac e-t ime diagrams of some CAs and Wolfram classi­
fications. Left to right : rules 8 (Class 1), 12, 23 (Class 2) , and 18
(Class 3) .

F igure A2: A simple left subshift. Space-t ime diagram of ru le 11 with
an initi al configuration in 2::0 (left ), and magnification of a portion of
it (r ight) .

F igure A3: A doubl e alternating right subshift. Space-time diag ram
of rule 11 with an initi al configur ation in 2::2 (left), and mag nificat ion
of a por tion of it (r ight) .


