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A bstract . The function h (z ) = ~ (z - l i z ) is t he ewton map asso­
ciated with the quadratic polynomial z 2 +1. The iterated dynamics of
f on 3{ is usually st udied by exploit ing the conjugacy between f and
the funct ion z f-> z2 In this paper we show how to use the technique
of nested intervals t o yield a direct ana lysis of t he dynamics. We also
show how to use the same technique to analyze t he dynamics of t he
funct ion h(z) = z - l i z .

1. Introducti on

In this note we will show how to utilize t he technique of nested intervals to
examine th e iterated dynamics of two related funct ions that map ~, the set
of real numbers, to it self. The two functions are

and

1
h (z) = '2 (z - l i z)

h(z) = z - l i z .

(1)

(2)

By st udying the iterated dynamics of a function f we mean studying the
infinite sequences generated by iterating the function f on init ial seeds Xo ,
that is,

i = 1, 2, ... (3)

T his sequence is somet imes known as th e forward orbit of Xo· For f = I,
t his sequence has already been extensively studied because h is t he Newton
map used to find t he roots of t he quadratic function g(z) = Z2 + 1. That is,
given an init ial seed Xo, the sequence (3) will usually converge to either i or
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- i , the two root s of g. T he set containing all xo for which the sequence (3)
does not converge is the Julia set associated with f. The Julia set associated
with both h and h is the real line R

The usual method of an alyzing the iterated dynamics of (1) uses the fact
that h , considered as a mapping on the Riemann sp here , is conjugate under
a linear fractional transformation to the funct ion z f---> Z2 . The purpose of
this note is to illustrate how to analyze the dynamics directly without us­
ing the conjugacy relationship. T he only tools we use are simp le ones from
elementary calculus and poi nt-set topology. We exhibit a one-to-one corr e­
spondence between points in R and integer sequences of alternating sign , for
example, 5, - 7, 4, -6 , .... This correspondence has some nice properties. For
example, if the sequence associated with xo is periodic/bounded; then (3) is
also periodic/bounded . Furthermore, if the associated sequences of a series
of points converges to the sequence associated with x, then the points them­
selves converge to x. We will use t hese properties to analyze the dynamics
of h. We will also show how this analysis, slightl y modified, can be used to
analyze the dynamics of h.

In section 2 we quickly review Newton's method for finding the roots
of polynomials. We also br iefly sketch the conjugacy mapping that form s
the basis for the usual analysis of h . In sect ion 3 we explain what we
mean by nested intervals. We then show how to use nested intervals to
define the behavior of a point under i, in such a way that there is a one­
to-one corr espo ndence between points in R and possible behaviors . This
correspondence will yield immediat e proofs of the standard facts about t he
iterated behavior of f. As an example, it will show t hat the pr eimages of
any point in R are dense in R . It will also show that the set of po ints that
have bo unded forward orbits is 'Cantor-like.' Finally, in sect ion 4 we will
show how to modify the an alysis of sect ion 3 so t hat it can be applied to the
iterated behavior of h-

2. N ewton's m ethod

In this section we provide a quick review of Newton's method for finding
the roots of a polynomial. For a mor e complete exp lanat ion see [4] . Let
g(z) = 2: ?=o aizi be an nth-degree polynomial. The Newton's map assoc iated
with 9 is

g(z)
j(z) = z - -(-)'

g' z
(4)

Newto n 's method for finding a root of 9 is to choose an initial seed Xo
an d ite rate j on Xo to construct the infinit e sequence (3). Later we will
need a more flexib le notation : we set j (O l(x) = x and indu ct ively define
j (il(x) = jU(i-1l( x)) for i ~ 1. In this new notation (3) is writ ten as

(5)
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It is known that if Xo is close enough to a root a of g, then th e sequence
Xi will converge to a. The set containing all points Xo E R for which this
sequence doesn't converge to some root of g is the Juli a set associated with
j [3].

As an example, suppose that g(z) = (z - a)2 where a E C is an arbit rary
complex numb er. Then

j(z) = z + ex
2

Therefore, for all z E C,

(6)

(7)

(8)

the sequence Xi -> a irr espect ive of t he original seed Xo , and the Julia set
associated with f is empty.

If g is a quadrati c with two dist inct roots t he situation is more interesting.
Suppose, for example, that g(z) = z2+ 1 = (z - i)( z + i). Then

j (z) = ~ (z-D.
The classical met hod for analyzing j uses the fact that it is conjugate to the
function h(z) = Z 2 By conjugate we mean that there is some function T
with a two-sided inverse T - 1 such that

j(z) = T - 1
0 h 0 T( z) (9)

where 0 is t he functional composit ion operator. By a two-sided inverse we
mean that T (T - 1(z )) = T- 1(T( z)) = z . It is st ra ightforwar d to check that
equat ion (9) is t rue when T( z) = (z + i)/(z - i) . This T has the two-sided
inverse T - 1(z) = i(z + 1)/( z - 1).

It erating (9) yields

Xi = T - 1
0 h (i) 0 T (z ), (10)

which may be proved by induction. T herefore, the behavior of the sequence
(5) can be examined by studying the behavior of the sequence z, z2, z4,

8 2'Z , • . . J Z , . .. .

F irst let 8 1 = {z : Iz l = 1} be the un it circle, H + = {x + iy : x, y E R,
y > O} be t he half-plane with posit ive imaginary part, and H - = {x ­
iy : X, y E R, y > O} be the half-plane with negative imaginary part. The
behavior of T is summari zed in the following table.

{z: Izi > 1} {z : Izi < I}

If Izi < 1, then Z 2' converges to O. If Izi > 1 th en Z 2' goes to infinity. If
z E 8 1

, t he uni t circle, t hen every point in Z 2' is also on 8 1
. If Xo E H +,
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Figure 1: This figure illustrates the first nine iterates, Xi = f {i )(xo) ,
o ::; i ::; 8 of f. Notice how the the sequence flip-flops between
increasing/decreasing subsequences of positive/negative values.

then z = IT (xo)1> 1, Z2 i
tends to infinity, and j {i )(xo) -7 i. Similarly, if

Xo E H- , th en z = IT(xo)1< 1, Z2i
tend s to 0, and j {i )(xo) -7 - i. Finally,

if Xo E R, then z = T (xo) E Sl and z2i
is contained in Sl. Therefore the

behavior of the sequence j(i)(XO) can be st udied by examining the behavior
of the sequence z2i

for z E s'.
In genera l, if g(z ) = (z - a)(z - ,8) is a quadratic with two roots, then the

analysis given above can be adapted to examine its associated Newton 's func­
tion j (z ) = z - g(z) / g'(z ) [4]. For more information on conjugacy methods
and t heir applicat ions t o the st udy of iterated dynamics see [2].

In t he next sect ion we will show how t o examine the dynami cs of (5)
without using the conju gacy relationship.

3. Nested intervals

A sequence of closed bounded intervals, D, = [ai, bi ] s;:: R, i = 1,2, 3, .. . is said
to be nested if D, s;:: Di - 1 for i > 1. An imp ortant fact about such sequences
of intervals , one which often occurs in the analysis of dynami cal systems [5],
is that the int ersection niD, is a nonempty closed int erval , possibly a single
point . In thi s sect ion we show how to utili ze th e technique of nested int ervals
to analyze t he dynami cs of (1 ). That is, for x E R we will st udy the behavior
of (5).

Examination of j shows that it is a monotonically increasing surject ive
function from [1,00) onto [0,00) and from (0,1] to (-00, 0]. Similarly, it is
a monotonically increasing surjective function from (-00, -1] ont o (-00,0]
and from [- 1, 0) onto [0 , 00). Therefore, the infinite sequence j {i )(x ) will for­
ever alte rnate between positive decreasing and negative increasing sequences
(Figure 1) unless, for some i, j {i )(x ) = O. In this case we say that the se­
quence terminates since j (O) is undefined. (Alte rnatively we can say that
j(O) = j (oo) = 00 and j (j)(x ) = 00 for j > i .)

The rest of this sect ion will be given over to showing that th ere is a one-to ­
one corres ponde nce between points in R and int eger sequences of alte rnat ing
sign

for j :::: a
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for example, 1, - 3,5 , -7, . .. or - 4,6 , - 7, 5, .. . . This correspondence pos­
sesses properties useful in t he analysis of t he iterated sequence (5). For
example, (5) is bounded if and only if the alternat ing int eger sequence asso­
ciated with x is bounded.

We associate with each point x E R two sets: Fx and Ex. The set Fx, t he
forward orbit of x , is the set containing all of th e iterates j (i)(X), while Ex,
the backward orbit of x , is the set of all preimages of x . Formally

F; = {j (i )(x ) : i = 0,1 ,2, . .. }

Ex = {z : 3i, j(i)(z) = x}.

A technical note: If z is a preimage of 0 (z E Eo), then there is some i such
tha t j (i)(z) = O. In this case j (i+l)(z) is und efined and we define F; to be
the finite set {f (j ) (z) : 0 ::::: j ::::: i}.

Definition 1. A point x E R is bounded if the forward orbit ofx is bounded,
that is, if there is some constant k such that Fx C [-k, k].

Definition 2. A point x E R is periodic if there is some integer i ~ 1 such
that j (i )(x ) = x .

In thi s sect ion we will prove the following facts:

Fact 1. I::/x E R, the set Ex is dense in R.

Fact 2. The set {x : x is periodic} is dense in R.

Fact 3 . The set {x : Fx is dense in R} is itself dense in R and has cardinality
N1·

Fact 4 . The set {x : x is bounded} is dense in R, has cardinality N1 and
measure O. In fact , it is the union of a countable numb er of "Cantor­
like" sets .

Notice that Fact 1 implies that the system that we are st udying is chaot ic.
That is, it tells us that specifying a point x to a very high degree of precision
is not enough to tell us how x behaves under iterati on.

We define a set of intervals that partition th e real line. Fir st , for any
given x the equat ion j(z) = x has exactly two solutions: z± = x ± J x 2 + 1.
Furthermore j (-I / z ) = j( z ), so z: = -1/ z+. Thus one of z± has absolute
value greater than or equal to 1 while the other has the oppo site sign and
absolute value less than or equal to 1. We will denote these two solut ions by
g(x ) and h(x ). These functi ons are defined in such a way that (for x i= 0)
g(- x ) = - g(x ) and h( - x ) = - h(x ):

(x) = { x + J x
2 + 1, x ~ 0

9 x - vx2 + 1, x < 0
and h(x ) = { X -Jx

2
+1 , X~ O .

x + vx2 + 1, x < 0

Notice that 9 and h are both monotonically increasing functions in the
intervals (-00,0) and (0, 00). Thus, if D is a bounded int erval not containing
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x, X,

Figure 2: The top figure illustrat es the location of the ai: ao = 0,
ai+1 = g(ai), i > 0 and a- i = - ai· The intervals Ii (i > 0) are
defined as Ii = (ai-1 ,ail wit h L i = - 1;. T he bottom figure illus­
trates the first eight applicat ions of f on the point x = xo. We have
set Xi = f (i) (x) . The behavior of the sequence associ at ed wit h X is
2, - 3, 3, - 1, . .. .

0, then both g(D ) and h(D) will be bounded intervals that do not contain
O. These fact s will be importan t later.

Next , we define a doubly infini te sequence ai as follows.

ao = 0, a, = g(ai-1 ), i > 0, ai = -a- i, i < O.

This permits us to define a set of intervals that partit ion R Set 10 = [0, OJ
and

(11)

Note that Ii = -L i (see F igure 2). The functions I, g, an d h operate rather
remarkably on the intervals h Recall that f is a monotonically increasing
funct ion from [1, (0) onto [0, (0) and f (ai) = ai- 1 for i ~ 1. It follows that
f(1i) = Ii-1 for i > 1. (We use t he not ation f (8 ) = {f (x ) : x E 8 } where 8
is an arbit rary set.) Symmetrically, f(1i) = Ii+1 for i < 1. There ar e similar
resul ts for 9 and h . We summarize them in t he following table:

i = 1 = - 1 > 1 < - 1

f(1i) ~ (-00,0) (0, (0) Ii- 1 Ii+!

g(1i) = h L 2 Ii+1 Ii - i

h(Ii) t:;;; L 1 I I L 1 11

(12)

We can associat e wit h every x E Ra unique interval I, that contains it
(because the I, form a par ti tion of R) and thus with the iterated sequence

x , f(x) , f (2)(x) , ... , f (jl(x ), .. .
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we can associate a unique sequence of integers

167

such that f Cj)(x) E I i j . As an example th e point x = Xo pictured in Figure 2
has th e associat ed sequence

2, 1, - 3, -2, -1 , 3, 2,1 , - 1, ... (13)

because x E 12 , f (x ) E ll , f (2)(x ) E L 3, and so forth. If x E Eo, then its
associated integer sequence is finite and ends at 0 since 10 = {O} and j (O) is
undefined. For example, if x = g(g(h(as))), then its associated sequence is

-3, - 2, -1 , 5, 4, 3, 2, 1,O. (14)

If x tf- Eo, then the sequence associated with x is infinite.
Not ice that bot h (13) and (14) share a peculiar property: they are com­

posed of concatenat ions of positive subsequences th at step down by one to
1 and negat ive subsequences that step up by one to - 1. This property is a
direct resul t of the first row of (12). More specifically, if x E l i , i > 1, t hen
j (x ) E l i- I, "" j (i -1)(X) E I I and j (i )(x ) E I j where j :::; O. Symmetrically,
if x E l i , i < - 1, t hen j (x ) E Ii+l , "" j C1i l- 1)(X) E L 1 and j Clil) (x ) E I j

where j ;::: O. The process terminates if and only if i = 0, since then x = 0
and j (O) is undefined.

Wh at we have just described is a more det ailed description of the "flip­
flopping" behavior illust rated in Figure 1. In t he next few pages (culminating
in Theorem 1) we will show that there is a one-to-one correspondence between
sequences of flip-flops and points in R. We will t hen use t his correspondence
to prove Facts 1, 2, 3, and 4.

Thus, given x E I i , the first iterate of f on x whose location is unknown is
j Cli l)(x) . The sequence associated with x can therefore be reconstructed from
a sequence containing only the first elements of the increasin g (decreas ing)
sequences, that is, 2, - 3, 3, - 1, . . . in place of (13) and - 3,5,0 in place of
(14). We will call this abbreviated sequence the behavior of th e sequence
associated with x, or simply the behavior of x . We denote the behavior by
Sx. T he formal definit ion of Sx follows.

D efinition 3. For a point x E R its behavior , Sx, is the sequence defined
recursively as follows. Let i be the index of the interval containing x , that
is, x E 1;.

1. If i = 0, then Sx is the one item sequence O.

2. Ii i i' 0, thenSx = i ,Sj(li I) Cx)'

For a given point x we will denote Sx by

s; = i~ , if , i~ , ... .

From the definit ion we see that

f(liol+ l i l l + '+ l i~ -l l) (X ) E l in'
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Definition 4. A sequence of nonzero integers io, iI , i 2 , . . . (finite or infinite)
alte rnates if sign(i j ) = - sign(ij +1 ), j = 0, 1,2 . . . .

D efini tion 5. An integer sequence 3 that satisfies one of the following two
conditions will be called a legal behavior.

1. 3 is an infinite alternat ing sequence; or

2. 3 = 3' ,0 where 3' is a finite alternat ing sequence.

For example, 3 = 1, - 1, 1, 0 and 1,-2,3,-4,5 , -6, ... are legal behaviors ,
whereas 1, -1 and 1, 1, 1, 1, 1, . . . are not . We will use the no tation 3 =
io. il, i2 , iz , .. . to represent the component integers of 3. T hus the behavior
3 = 1, - 2, 3, -4,5 , - 6, ... can be expressed by writ ing ik = (- I)k(k + 1),
k ~ O.

D efinit ion 6. Let io, i l , ... , in be a finite alternating sequence. Th en

D(io,i l , . . . ,in) = {x: i%= ik' 0 ::; k::; n }

is the set of all x such that the first n + 1 components of 3x are identical
with io,i l , . . . , in'

For example, D(2, -3,3) contains all points x E 12 such that j (2) (x ) E L 3

and j (2+ 3) E 13 , This is illust rated in Figur e 3. The set D (io, iI, ... , in) can be
const ructed explicit ly as follows. First note t hat D(io) = {x : x E l io } = l io '

We also have the following lemma.

Lemma 1. Supp ose io, i l , .. . , in is an alternating sequence. Then

(D(" . )) _ { D(io+ l , i2 , . . . , in), io > 0
g lo,ll, ·· · ,ln - D ( ' l ' . ) . 0

lO - , l2 , .. . , In , l O <

and

h(D(" . )) = { D( - I ,io,i2, . . . ,in), io> O
l O, ll , .. . , In D(1 . . . ) . 0

, l o , l 2 , ' " , In, l O < .

(15)

(16)

An imm ediate ap plication of Lemm a 1 is that for io, iI , . . . , in, an alte rnat ing
sequence

D(" . ) - (lio l-l) (h(D(" . )))l O, l l , · · · , In - g ll,l2 ,'" , In . (17)

As an example, we show how to apply the lemm a to construct t he intervals
illustr ated in Figure 3.

1. D(2) = 12 ;

2. D(- 3) = L 3 so D(2, - 3) = g(h(I-3));

3. D(3) = 13 so D(-3,3 ) = g(2 )(h(I3)) and D(2, -3,3) = g(h(D(- 3, 3)))
= g(h(g(2)(h(h )))).
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D(-3,3) D(2,-3,3) D(3)

~ f1,il-------iu}-:+----+----l---t+----i

Figure 3: Thi s figure exhibits how t he nested inte rvals converge to a
point . In t he example we show the first t hree steps in the process of
find ing a point x with Sx = 2, - 3, 3, .. . . The top row shows D(2), the
middle row D(2, -3) , and t he bot tom row D(2, - 3, 2).

In genera l, t o explicit ly const ruct D (io, i I, . .. , in) we set

to(x ) = x , (18)

Repeated applicat ion of (17) yields

As menti oned before, if D is an interval not containing zero, then so are h(D )
and g(D ); thus tn(D ) is an interval not containing zero. T his proves that
D (io, i l , . .. , in) is an interval that does not contain zero . Fur thermore , h and
9 are one-to-one functions so tn is a one-to-one function that maps In onto
D (io, i l , . .. , in)' This will be imp ortant in th e proof of Theorem 1.

Another consequence of Lemma 1 is an upp er bound on the size of
D( io, iI, . . . , in) th at decreases geomet rically with n . We use f.-L (D ) to de­
note the standard Lebesgue measure of set D.

Lemma 2. Set r = 1 - (a§ +1)-1/2 ~ .6173. For io, ill "" in, an alternating
sequence,

(D(.. . )) < 21iol nf.-L 20,21, · .. , 2n _ · r .

Proof. Our main tool will be the following variant of the the mean value
theorem: if D is an interval and s a cont inuously differentiable function, then

f.-L (s(D )) = I S ' (~ ) I ' f.-L (D ) for some ~ E D . (19)
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As a first applicat ion, noti ce t hat h og 0 j(x) = h(-1/ x ) for 0 < x < 1.
Since, for x f 0, we have h' (x ) = 1 -lxi/vI + x2 , we imm ediately find t hat
for all 0 < x < 1

(h j )' ( ) VI + x 2
- 1 VI + x 2

- 1 1o go x = < <-
x2 V l+x2 x2 - 2

Applying the mean value theorem gives t hat for any interval D S;;; (0, 1),

1
p,(h 0 g o j (D)) < 2P,(D ). (20)

To begin, let i > O. Then from Lemma 1 and the equat ion j(h(x )) = x
we have

D(-I ,i ) = h(1i)
= h(g(i - 1)(11))
= (h 0 g 0 j) (i -1)(h(11))'

An immediat e consequence is t hat p, (D( -I, i)) :::; 21- i. Since D(-I ,i) =
-D(I , - i ) we have just proven that for i o, i 1 altern at ing, i o = ± 1,

(21)

Next , let io, il, . . . , in be an alternating sequence with io = - 1. Again
using Lemma 1 we can write

Therefore,

p, (D(- 1, iI , .. . ,in)) :::; 2l-il p,(h((D(I ,i 2 , . . . , in)))) .

But h'(x) = 1 - (lxi/VI+ x2
) and

D(I ,i2 , .. . , in) S;;; [_1_ , _1_] ,
a1-i2 a- i2

so anot her application of t he mean value theorem gives

(22)

Substi tu ting back into (22) and taking symmetry into account we have just
proven that for i o, i 1 , ... ,in, an alternating sequence with i o = ± 1,
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We unravel this inequality by recursively applying it to it s own right-hand
side n - 1 times and then apply (21) once, obtaining

We now examine this product on a term-by-te rm basis. If lijl = 1, th en
1 - (afijl+l + 1)- 1/2 = r , while if lij l > 1, then 21-1i jl ~ 1/2 < r . Therefore,

Until now we assumed that i o = ± 1. We conclude the proof of the lemm a
by noting that , for ar bitra ry i o,

For all x =J 0, we have g'(x) = 1 + lxi/viI + x2 ~ 2. T he lemma therefore
follows from another applicat ion of the mean value theorem. •

D efinit ion 7. Let S = io, iI, i 2 , .. . be an in finite legal behavior. Let Sk =
i~ , i~, i~, .. . be a sequence of (finite or infinite) behaviors. We say th at Sk
converges to S (and write Sk --+ S) if th e Sk converge to S component-wise,
that is,

vi. ~Nj such that Vk > Nj , V)' ~ j ,

For examp le, let S be the sequence Sj = (- I)j (j + 1) and Sk t he sequences
S1= (- I) j ((j mod k) + 1) . Then

S = 1, - 2, 3, - 4, 5, -6, ...

Sl = 1, - 1, 1, - 1, 1, -1 , 1, - 1, .

S2 = 1, - 2, 1, - 2, 1, - 2, 1, - 2, .

S3 = 1, - 2, 3, - 1, 2, -3, 1, - 2, .

and Sk --+ S .
We now formulate and prove our main theorem.

Theorem 1. The correspondence

is a one-to-one and onto mapping between ~ and th e set of legal behaviors.
Furth ermore, if x is a point and Xi is a sequence of points such tha t S Xi --+ Sx,
then Xi --+ x.
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P roof. To prove the first par t, we must show that for every legal behavior
S there is a unique point x such that Sx = S . We will t rea t t he two cases S
finite and S infinit e separately.

First assume that S is a finite alternating sequence

Recall the funct ion tn defined in (18), a one-to -one function with the property

D (io, i l , .. . , in) = tn(Id ·

We claim th at x = tn(aiJ is the unique point such that Sx = S . This x sat­
isfies Sx = S because x E D (io, i l , .. . , in) and j (linl )(ain) = o. Supp ose now
that x =I- tn(ain) is another point such that Sx = S. Then x E D(io, i l , · . · , in)
so there is a unique x' E l in such that x = t (x') . Furthermore, we must have
j(lin[)(x') = O. The unique x' t hat sat isfies this last condit ion is x' = ain.
Therefore x = tn(aiJ is the unique point satisfying Sx = S.

Now assume that S = io, iI , . . . , in, . . . is infinit e. By definition ,

Sx = S x E nD(io, i l , . .. , in ).
n

To simplify our notation we set Dn = D(io, i I, ... ,in) . We have already seen
that th e Dn are nested intervals with p,( Dn) 1 o. If the intervals were also
closed, t hen as mentioned in th e first paragraph in this section, there would
be a unique x such that nn Dn = {x} and we would be finished.

But th e D n are not closed ; they are half-open intervals such as 8(5) =
h = (a4 ' a5]. Thus Dn, t he closure of Dn, is closed, that is, D(5) = [a4, a5] .
Furt hermore, p, (Dn) = p,(Dn) 1 0 so there is a unique x such t hat nn Dn =
{x} . To prove that there is a uniqu e x such that Sx = S , it therefore suffices
to show that nnDn = nn Dn.

Recall that D (io, i l , . .. , in) = tn(Iin) where

to(x ) = x ,

The funct ion t.; is the repeated composition of the functions hand g. Both
of these functions are continuous except at x = 0 and map ~ to ~ \ {O}.
Thus

D( i o, i I , . . . , in) = tn(IiJ
---".,--------,----,-,-----,--------,-

= tn - l 0 g(lin- 11-1) 0 h (IiJ

= tn- l 0 g(lin- 1H )(h(IiJ).

The next ste p is to calculat e h(Ii) for all i =I- O. If i > 0, then I, = (ai- I, ail
and so h(Ii) = (- t" - ai~J Thus h(Ii) = h(Ii) U {- t,} . A similar calcula­
t ion shows that thi s remains t rue even when i < O. Therefore we have shown
that

D ( " . ) - D(·' . ) {t (Iin- 11- 1)( )}ZO , ZI ,·· · ,Zn - ZO, ZI , .. · ,Zn Un-log Un
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where Un = - l/ain . We can rewrite thi s as Dn = Dn U {xn} where X n =
tn - l 0 g(lin- 11-ll (Un) . By definit ion we have

(25)

and thus X n E Eo, the set of preimages of O.
Suppose now th at {x } = nnDn i- nnDn. Because t he Dn are nested there

must be some integer N such that for all n :2:: N, x E Dn ; but x rt. Dn , so
x = Xn for all n :2:: N . From what we have seen above we know that x = XN E

Eo, so S x is finite. Thus there is some m such t hat j (ml(x) = 0; any further
iterate of x will be undefined . In par ticular , j(liol+lill+ "+lim-Mlimll(x) will be
undefined. But this cont rad icts (25) so we must have {x } = nnDn = nnDn,
and thus for every S , th ere is a unique point x with Sx = S .

We now prove that SXi ~ Sx implies Xi ~ x . We must show t hat for every
E > 0 there is an N such that for all n > N, IXn - z ] :S E. This is str aight­
forward. Given s let j be the first inte ger such that f..L( D(io , i l , . . . , i j ) ) :S E.

Lemma 2 te lls us t hat such a j must exist. Since SXi ~ Sx t here must
be an N such that for all n > N and for all k :S i , i%n = i%. Therefore
xn , x E D (i o, il, . .. , i j ) and so IXn - z] :S E. •

The theorem lets us derive propert ies describing the iter ated dynamics of
f. We use the fact that if Sy is a suffix of Sx, th en y E Fx and x E Ey. By
suffix we mean that there is some n > 0 such that iJ = i~+j for all j :2:: O.
Theorem 1 te lls us t hat for a given x and fixed n there is a unique y t hat fulfills
t his condit ion. The definition of Sx tells us t hat y = j(liol+lid+"+lin-dl(x ).
T hus y E Fx and x E E y.

As an exam ple, suppose that

Sy = 1, - 2, 3, - 4, 5, -6, 7, - 8, 9, - 10, 11, - 12, .

Sx = 13, - 13, 13, - 13, 1, - 2, 3, - 4, 5, - 6, 7, - 8, .

Then Sy is a suffix of SX'
Recall that a point is periodic if there is some j such that j (j)(x) = x .

The discussion in the previous paragraph implies th at if Sx is periodic in
the sense that there is some n > 0 such that i j = ij+n for all j :2:: 0, then x
is periodic (the converse is almost but not quite t rue). T hus we can prove
Fact 2.

Lemma 3. Let P = {x : :3j > 0 such that j(j l(x) = x } be the set of periodic
points. Th en P is dense in R

Proof. We will actually show that P is dense in the set of all point s with
infinite behaviors, R \ Eo. Since Eo is countable th e proof will follow. The
general idea is to construct a sequence of periodic behaviors SXn that converge
to SX' For example, if

Sx = 1, - 2, 3, - 4, 5, -6, 7, -8, 9, - 10, . . . ,
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then we might choose X n so th at

SXl = 1, - 2, 1, -2 , 1, - 2, 1, - 2, 1, -2 , .

SX2 = 1, - 2, 3, - 4, 1, -2 ,3 , - 4, 1, -2 , .

SX3 = 1, - 2, 3, -4,5 , -6, 1, - 2,3 , - 4, .

and so forth .
Form ally let x E ~ \ Eo with Sx = io' if , . ... Then by choice, Sx is infinit e.

For n > 0, let Xn be the unique point that satisfies i';n = ijmo d( 2n) ' Then

(T he modulus is taken 2n and not n to ensure t hat SXn alte rna tes .) By
definition , Xn E P . It is not hard to see t hat SXn -7 Sx , so Xn -7 x and we
have finished t he proof. •

We use the same technique to prove Fact 1.

Lemma 4. For all x E ~, the set Ex is dense in ~.

Proof. Fix x E ~. The behavior Sx = io' if , . . . can be finit e or infinit e. As
in the previous lemma it will be enough to show th at Ex is dense in ~ \ Eo.

Let y be an arbit rary point in ~ \ Eo, t hat is, Sy = ii(, ii , . . . is infinit e.
We construct a sequence of poin ts Xn such th at SXn ----> Sy. Furthermore, Sx
will be a suffix of each of the SXn so X n E Ex. The proof of the lemma will
follow from Theorem 1. As an exa mple suppose that

Sx = 1, - 1, 1, - 1, 1, -1 , 1, - 1, 1, - 1, .

Sy = 1, -2,3 , - 4,5 , - 6, 7, - 8, 9, - 10, .

We can choose the Xn such that

SXl = 1, -2, 1, - 1, 1, - 1, 1, - 1, 1- , 1, .

SX2 = 1, - 2, 3, -4, 1, -1 , 1, -1 , 1- , 1, .

SX3 = 1, -2, 3, -4, 5, -6, 1, - 1, 1- , 1, .

SX4 = 1, - 2, 1, -1 , 5, - 6, 7, -8 , 1- , 1, .

Formally, we construct the X n so that SXn starts out as Sy but ends as Sx. To
do thi s we define a parameter 15 that ensures that the copies of Sx commence
at locations in t he SXn th at have the proper parity. Let

15 = {O if sign(io)= sign(ii()
1 if sign(io) =I- sign(ii()

where sign(i) = i/ lil. We now set x.; to be the unique point such that

'Xn { i~ °< k < 2n + 15
tk = ik- (2n +O+l ) k ?: 2n + 15 + 1 .

The points Xn are all in Ex and SXn ----> Sy; therefore Xn ----> Y and we have
finished the proof. •

Utilizing the same technique, we now prove Fact 3.
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Lemma 5. Th e set

D = {x : Fx is dense in ~}

is itself dense in ~ and has cardinality ~l'
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Proof. We start by showing how to construct a point x E D. Let A be
the set of all finit e altern ating sequences with odd lengt h whose first element
is positive. It includes sequences such as a = 1, - 3, 5. For any sequence
a , we write - a to denote the sequence whose elements are the negatives of
those in a . For the given example -a = -1,3 , - 5. Now A is a countable
set so we can enumerate all the sequences in A as a I, a 2, ... . Let S be the
concatenation of all of the pairs ai , - ai' T hat is,

Let x be the uniqu e point with Sx = S. We claim t hat Fx is dense in ~.

Let y E ~ \ Eo and E > O. We must show that there is some i such
that If (i)(X) - yl < E. From Lemma 2 we know that there is some n such
tha t if y' E D (ig,i¥, . .. , i~ ) , then Iy' - yl < E. Now, by definition, if th e
sequence ig,i¥, ... ,i~ appears anywhere in Sx, th en th ere is some i such
that j (i )(x ) E D (ig,i¥, . . . , i~). By const ruct ion we know th at every finite
alternating sequence appears somewhere in Sx. Thus there is some i such
that Ij (i)(x ) - yl < E. Since y and E were chosen arbitrarily we have just
shown that Fx is dense in ~.

It is easy to modi fy th e construction to show that D has cardinality ~ l '

For each i = 1,2 ,3 , . . . choose /3i to be one of th e two sequences 1, -1 or
2, - 2. Let S be t he concatenation of all of the triplets ai, - ai , /3i' That is

Let x be th e unique point with Sx = S. The analysis of the previous para­
graph shows t hat Fx is dense in ~. Since there are ~l possible choices of the
sequences /31, /32, /33, ... , th ere are at least ~l points x with Fx E D .

It remains to be shown th at D itself is dense in ~ . This is trivial. If
x E D, then j(x) ED so F; ~ D. Since Fx is dense in ~ so is D. •

We conclude t his section by analyzing the st ructure of the set of all
bounded points. This set will be shown to be the union of a countable
numb er of set s, each possessing a st ruct ure similar to t hat of th e Cantor set
(Fact 4).

Theorem 2. Th e set of bound ed points

S = {x : 3e > 0 such that r ; ~ [-e, e]}

has cardinality ~l and measure O.
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l-~---\ .

------I~------l

I----~ ~r------i~-----;_

l------:~~-.
Figure 4: This figure illustrates the first th ree steps in the constru ction
of 53, the set of all points whose forward iterates are in the bounded
interval [- a3, a3]' The unshaded area in the top diagram is Do, in the
middle D 1 , and in the bott om D 2 . At each step D n+l = D n \ e n'

Proof. We define Sm, the set of points whose forward orb it is in [- am,am]:

(26)

Since am T00 we have S1 ~ S2~ S3 . . . and S = u Sn. We will prove t hat the
cardinality of S2 is ~1 and therefore so is the cardinality of S. We will also
prove t hat for every m , P,(Sm) = 0 and thus p,(S ) = P,(UmSm) = 0 because
the countable union of sets of measure 0 has measure O.

Our main too l will again be the correspondence x t-+ Sx. As before, for
x E R we denote

s; = i~ , i~ ,i~ , . ...

With this notation it is easy to see that (26) can be rewritten as

s; = {x : Vj, lii l :::; m}.

For exa mple, S1 = {x , - x } where x is the unique point such that

(27)

Sx = 1, -1 , 1, - 1, 1, - 1, . .. .

In fact , x = 1/V3. (This point x can be found by solving f (x ) = - x .)
That S2 (and therefore S) has cardinality ~ 1 follows from Theorem 1

together with the fact that the set of infinite alt ernat ing sequences that can
be const ructed uti lizing the integers 1, -1 , 2, - 2 has cardinality ~1 ' T he
second part , that p' (Sm) = 0, will be more difficult to prove.
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For the rest of t he proof we assume that m > 1 is fixed. We set
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u
io1il ""lin

Vj <;.n , lij l<;.m

where t he un ion is taken over all alte rnating sequences of length n + 1. Wit h
this definition 3m = nnDn , so it will be enough to show that J.l (Dn ) ---> O.

In Figure 4, we illustrat e Do, DI, and D2 for th e case m = 3. Notice
how Dn +1 is const ructed by eras ing m subintervals from each interval in Dn .

This can be thought of as a generalizat ion of the const ruct ion of t he standard
Cantor set .

To proceed, we define

and

u
io ,il, .. .,i n

\/j<;'n, li j l<;.m

That is, Cn is the set of points in Dn that are not in Dn +1 '

With this definition we have C; ~ D; and Dn+l = o; \ Cn. We will show
that there is a constant u > 0 such that

(28)

T his will prove our assert ion since it implies t hat

J.l (Dn ) = J.l(Dn - l ) - J.l (Cn - l ) ~ (1- u)J.l( Dn - l ) ~ . . .

~ (1 - utJ.l (Do),

and J.l (Dn ) 10.
We will actually prove something stronger, that is, for any alternat ing

sequence io, i l , . .. ,in

and (28) will follow because th e DO parti t ion Dn and the COpartition Cn'
We again use our old t rick of construct ing

D( " . ) - (Iiol-l)(h(D( " . )))20,2 l, · .. , 2n - 9 2l ,22, .. · ,2n .

Similarly,

C( " . ) - (liol- l) (h (C (" . )))20,2l , .. · , 2n - 9 2l , 22 , .. · , 2n .

(29)

(30)
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We have already seen t hat D(io, il, . . . , in) is an interval. Similarly, C(io, i l ,
, ... , in) is an inte rval. This follows from (30) and the fact t hat C(in) is an
interval. We can therefore apply (19) twice to get

J-L (C(io, ill "" in))
J-L (D(io, i l , ... , in))

J-L (C(i l , i2 , ,in)) V'(( l)
J-L (D (il , iz , , in)) . V'((2)

( 1, (2 E D(io, i l , . . . , in)

(31)

where v(x) = g<lioi-ll(h(x)).
Let r = 1 - (a~ + 1)-1/2 < 1. We will now show t hat th ere is some

constant c such that ern < 1 for n large enough, that is,

Wh en x =1= 0 both g(x) and h(x) are doubly cont inuously different iable
functions with bounded first and second derivatives so v(x) is as well. Recall
th at we are considering only points whose forward orb its lie in [- am, am].
We may t herefore assume t hat

1
- :::; 1(11,1 (21:::; am'
am+l

Let

Cl = min Iv" (x)l .
l/am+l ~ lxl~am .

Recall that Lemma 2 implies 1(1- (21:::; 2m rn . Together wit h Taylor 's theorem
with remaind er this yields

(32)

Let

C2 = min Iv'(x) l.
l/am+, ~ l xl ~am

By the definition of v we have C2 > O. If n is large enough that c12mrn / C2 < 1,
then (32) implies that

I
V'((l) I > 1- IV'((1) - V'((2)11> 1 - cr"
V'((2) - V'((2)-

where c = c12m
/ C2. Now set

. /-l(C(io, i l , ... ,in ) )
Un = Ifl.Hl . . .

io ,i" ...,i n /-l( D(20 ,21," " 2n ) )

and let N be such that crN < 1. Substi tutin g into equation (31) te lls us that
un > un- l ( l - cr"). Telescoping this inequality yields

U n 2: U N II (1 - crt) .
N<t~n



Newto n 's Method for Quadratics, and Nested Intervals

i, 1-4 t; t 2 t j I I 12 13 14 Is
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Figure 5: This figure illustrates how the intervals I; part ition R when
f (x ) = x - l / x.

The sum I: trt converges and therefore the product TlN<t(1 - crt) con­
verges to some constant greater than O. Furthermore, we know t hat for all
n , U n > O. Therefore, U = inf U n exists and is greater than O. •

To review, in this sect ion we have exhibited a one-to-one correspondence
between sequences of alternating integers and points on the real axis. Thi s
correspondence, given by Th eorem 1, was used to derive many properti es
of the iterated dynamics of f. Basically, the theorem showed that a point
is uniquely defined by its dynamic behavior and there exists a point corre­
sponding to every behavior.

4. D yn amics of j (z ) = z - 1/Z
In th is section, we sketch how to modify the analysis of the previous sect ion
to analyze the iterates of

1
f (x )= x- - .

x
(33)

The analysis is almost t he same as that of (1). The only difference is in the
definition of the functions g(x) and h(x). The inverses of (33) are

{

x+ J x2+4 X > 0
( )

2'-
9 x =

x-Jx2+4 X < 0
2 '

{

x -Jx2+4 X > 0
( )

2' -and h x = .
x+ J x 2+4 X < 0

2 '

Otherwise the analysis is exactly the same (although some of the constants
differ). Figure 5 shows the partition ~ by the I; under the new definitions.
Notice that whereas in the previous sect ion p,(I;) '" 2[;[, here p,(I;) '" In Ii i.
This does not cause any changes in the analysis.
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