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Abstract . In this simple model for a one-dimensional array of
excitable cells, each site x E Z is in one of I), states: 0 (rested
state) , 1 (excited state), 2, . .. ,1), - 1 (refract ory states) . The states
update in discrete t ime according to a synchronous rule: changes
1 ~ 2, . .. , I), - 1 ~ 0 happen auto matically, while t he 0 ~ 1 change
is induced by at least a threshold numb er of I s in t he local neigh­
borhoo d of x. If indestructible stable periodic objects exist, the
model evolves into a locally periodic state. In parameter ranges
when these st ructures are imposs ible, the syste m approaches the
ground state 0: either the dynamics are dominated by annihilat ­
ing waves, which cause power-law decay, or excitation is unable
to propagate and the model experiences exponentially fast relax­
at ion.

1. Introduction

The Greenberg- Hastings m odel (GHM) is probably t he simplest model for an
excitable m edium [13, 18]. Imagine points in a lat t ice either in the excited
state (coded as 1), in the rest ed state (0) , or in one of K - 2 st ages of recovery
(2, ... ,K - 1, also known as refractory states). The st at es t hen update in
discrete tim e according to the following synchronous rule. An excited state
aut omatically enters into the recovery cycle; in other words, the state changes
1 -+ 2, 2 -+ 3, . .. ,I), - 1 -+ 0 are aut omatic. When a site is rest ed, it needs
enough excited sites in its neighborhood to become excited.
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In the course of our resea rch on excitable media we carr ied out extensive
compute r simulat ions of the GHM on two-dimensional boxes [9]. The basic
message that emerged is that the behavior of t he syste m und ergoes several
phase transitions as the param eters (number of colors, radiu s of the neigh­
borhood, and threshold needed for excitat ion) are var ied . By far , the most
interestin g cases are tho se in which the system self-organizes into spat ial
wave st ructures [3, 6, 9]. These waves are usually driven by st able cent ers
that cannot be disturbed by their surroundings : the sta ble periodic objects
(SPO s) [3, 9]. An SPO is a fin ite set colored with x colors in such a way th at
every site wit h color k has at least a threshold numb er of representatives of
the succeeding color (k + 1) mod x in its neighb orhood . If it is possible to
const ruct an SPO for a given set of param eters, then a random initi al state
on an infinit e lat t ice will contain infinitely many of them. T he state of these
indestructib le st ruct ures is periodic with period n; thus ensur ing that exci­
tat ion never dies out . If parameters are chosen so that SPO s do not exist ,
the empirical evidence suggests that th e evolut ion eit her degenerat es int o a
slowly dying annihilati ng system or even a system experiencing quick global
relaxation [9, 10]. It may be also noted that when SP Os are feasible, most
are not present at t he beginning, but rather they are dynamically genera ted
[10]. Readers interest ed in interactive explorat ions of such issues are in­
vited to visit htt p : / / math .wisc .edu/ -griffeat/s i nk .ht ml and download
Win CA , a Windows-based program for cellular automa ta (CA) experimen­
t ation written by R. Fisch and D. Griffeath.

Because of the crucial effect tha t SPOs have on the GHM dynamics, con­
st ruct ing SPOs and devising good argument s for t heir nonexistence in var­
ious parameter ranges are subjects of cent ral th eoret ical import ance [3, 9].
In many cases SPO s are exceedingly rare, so th at one cannot rely on com­
put er simulat ions eit her to find them or to argue convincingly against their
existence. The combinatorial issues arising from two-dimensional GHM rules
are ext remely complicated and have eluded mathematical ana lysis. This sug­
gests that one should st udy the simpler one-dimensional mod el to gain better
understand ing of t he combinatorial obstacles. On a relat ed note, it seems
intriguing to see whet her at least part of the complex spat ial behavior of t he
two-dimensional GHM carries into the extremely restrictive environment of
the one-dimensional lat t ice. Our final motivation for investigat ing t he one­
dimensional GHM is th at the three-param eter rule proposed below appears
genera l enough to demonstrate the types of excit able dynamics possible in
one-dim ensional CA.

The remaind er of the introduction is devoted to basic definitions and
notation, as well as an inform al presentation of the results of thi s pap er .

GHM dynam ics depend on three positive int eger parameters: n; r , and
e. The pararneter x specifies th e numb er of colors or sta tes in the model;
each color will be identified as an element of {O, 1, . . . , "" I} . Parameter r
indicates the range of the neighborhood of a site. Thus, th e neighborhood of a
point x E Z is N; = x-s-N, whereN = {-r, -r+l , .. . ,r-l , r}. Param eter e
is t he excitati on threshold. The genera l one-dimensional deterministic GHM
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7t is then given by the following one-step rule:
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{

~7t (X ) + 1) mod "',

7t+1(X) =

0,

ih t(x ) -=I- 0,

if 7t(X) = °and
I{y E N x : 7t(Y) = 1}1~ 8,

otherwise.

(1.1)

Once 70 is specified, either as a determini st ic or random color configuration,
equation (1.1) determines the continued evolut ion of 7t.

If A is a finite subset of Z , then the GHM can be defined on A, assuming
free boundary condit ions, so that every x E A has N; = (x +N) n A. T his
will be referred to as a finite system, while the GHM on all of Z will be called
the infinite syste m.

We now introduce some terminology which will be used to describe the
long-tim e behavior of the GHM. In the following definitions, we assume t hat
70 is a fixed deterministic initi al configurat ion for the GHM dynamics. (In
fact , these concepts make sense for any determini stic sequence of configura­
t ions 70,71, .. . E {O, 1, . .. }Z)

We say t hat 7t fixates if every site changes color only finitely many times;
hence, for every site x , 700 (x ) = limt-+ oo 7t(X) exist s. If, in addit ion, 700 (x ) =°for every x , then 7t dies out strongly. In part , t ractability of GHM dynamics
is t he result of t he fact that a GHM can fixate only by dying out strongly.

If 7t does not fixate, then different qualitat ive behaviors are possible. We
say that 7t dies out weakly if each site spends an overwhelming proportion
of t ime in the rested state:

1 t

lim - 'L l .,.s(x )= o = 1
t~oo t s=o

for every x E Z. Dying out weakly (as we will see) does not necessarily imply
st rong death, since the evolut ion may be dominated by rare waves, which can
travel over long dist ances and prevent any site from attaining a final state .

We say that 7t is locally periodic if the following three condit ions are
sat isfied.

1. For each x there is a finite t ime Tx so that fJt(x ) is periodic for t 2: Tx .

2. 7t does not fixate.

3. There is no global spa tial periodicity, that is, for each x E Z t here is a
posit ive integer n and a t ime t so that fJs(x ) -=I- fJs(nx ) for s ~ t .

In addit ion, 7t is uniformly locally periodic if it is locally periodic and t he
final period is the same for all sites.

The third condit ion specifies the locality of local periodicity. The period­
icity should not manifest itself spatially throughout Z but should emanate
from infinitely many different finite collect ions of sites . In this case, dif­
ferent regions of Z will be out of phase with each other. For example, we
do not want to use the term "locally periodic" to describe t he evolution of
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Figure 1: Characteristic behaviors of one-dimens ional GHM.

the two-color GHM with r = e = 1, starting from . .. 0101010101 . . . (or
... 000010000 . .. or any other configuration with only a finite numb er of Is).

If the initial state is ran dom, then we say that the syst em has one of the
above prop erties if the appropriate condit ion holds for almost all initial states.
For example, "locally per iodic" will mean the same as "locally periodic a.s ."
Throughout t he remainder of th is paper, unless explicitly stated otherwise,
the initial state of t he GHM 1'0 is ra ndom with each 1'o(x) uniform over the
K, colors and independent of 1'0(y) for y =1= x. Figure 1 displays simulations of
typ ical examples (determined by t heir (r,e,K,) coordinates) of (clockwise from
top left ) uniform local periodicity, nonuniform local periodicity, nonst rong
weak death, and st rong death. Each system was run on an inte rval of 500
sites wit h periodic boundary condit ions until ti me 499. (As mentioned earlier,
such simulations can in genera l be deceptive due to rare nucleation .)

Ana lysis of one-dimensional syst ems relat ed to GHM starte d in [1, 4,
11, 12]. The earliest references study the related cyclic cellular aut omaton
(CC A). In the CCA (t every color advances by contact , that is, x changes
color from k to (k + 1) mod K, only if the neighborhood of x contains more
than esit es with color (k + 1) mod K,. More forma lly,

(t+l(x ) = { (((t(X) + 1) mod K" if I{y E. Nx : (t(Y) = ((t(x) + 1) mod K,} I ;::: e,
(t x), otherwise.

(1.2)
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Table 1: Conject ured threshold-range phase diagram for the one­
dimensional GHM.
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B/r E (0, 1/x;) (1/ s; 1/ 3) (1/3 , 1/2) (1/2 , CXJ)
phase uniformly locally locally weak death stro ng death

periodic periodic

All of the four references cited study the basic case r = B = 1. Using
ideas from [1], it was shown in [11] that the basic CCA fixates if and only if
x; 2: 5. The precise nature of fluctu ations in the basic three-color models is
determined in [4, 12]. For basic GHM with r; = 3, P ({t(O ) # 0) rv Cl/0 for
a consta nt C1 ([4]), while the analogous CCA result has the form P ((t(O) #
(t(1) ) rv C2 /0 for a constant C2 ([12]). General one-dimensional two-color
CCA are studied in [5, 16], where large deviat ion techniques are used to
comput e a "crit ical t hreshold" for large r , For rigorous results about the
two-dimensional GHM and CCA , as well as conjectures based on computer
experiments , we refer the reader to [3, 6, 8, 9, 10, 17].

Th e major aim in studying the one-dimensional GHM is to determine the
long-term behavior of It , for any given r , B, and n: The results of this paper
suggest the following conclusions.

1. If r > x;(B-1), t hen It is uniformly locally periodic.

2. If 3B - 1 :::; r :::; x;(B - 1), then the system is locally periodic, but not
uniformly locally periodic.

3. If 2B - 1 :::; r < 3B - 1, and K, 2: K,o = K,o (B) , then It dies out weakly,
but not st rongly.

4. If r < 2B- 1, and r; 2: 3, then the GHM dies out strongly.

By far , the most elusive of these is 3, for which we have only part ial rigorous
results. Assuming the correct ness of 3, one can summar ize the four conclu­
sions as shown in the phase diagram of Table 1, which can be assumed valid
only for large r, (J , and K,.

The rest of this paper is organized as follows. Section 2 formally intro­
duces th e crucial combinatorial concept of an SPO, provides some examples
of SPOs, and discusses their influence on the environment . Section 3 gives
sufficient condit ions for stro ng deat h. Section 4 proves a theorem on nonex­
istence of SPOs. This theorem is sharp for a large number of colors and
gives some insight into conditions under which the GHM dies out weakly.
The only case for which we can rigorously establish weak death is the basic
case r = (J = 1 with an arbit rary numb er of colors. Section 5 is somewhat
technical and includes a fairly detailed asymptotic analysis of the basic case,
explaining such issues as nucleation and survival of traveling waves. The pa­
per concludes with sect ion 6 presenting some special combinatorial properties
of two-color models.
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2. Stable periodic objects

We call a set A c Z together with a colorin g T) : A ----7 {a, 1, . . . , I\;} an spa
if every x E A has at least 8 sites of color (T)(x ) + 1) mod I\; in N x .

Note that , under the dynami cs of both GHM and CCA , an spa repeats
it s initial color pat tern every I\; times ind ependently of colors of other sites.
It follows that if an spa exists in th e initial state, or is crea ted at some
other t ime, then the syste m cannot die out weakly. Existence of sPas for a
particular model is therefore crucial for it s ergodic behavior bu t is in genera l
a difficult combinatorial problem . Two-dim ensional s Pas are introduced in
[9], toget her wit h some remarkab le examples due to Dan Prit ikin.

The following proposit ion is the basic observation about the existe nce of
Sf' Os, Throughou t this pap er we will use the following notation, int roduced
by an example:

[013 ]
k

stands for an int erval of 3k sites with colors 013013 ... 013.

Below we give severa l examp les of Sf'Os for various ranges of parameters.
We leave out the somewhat tedious checking of the s pa hypotheses.

Proposition 2.1. Th e following are spas.
I\; = 2, r + 1 :2: ~ 8 :

[0] [ 1 ] [ 0 ]m 8 m
I\; = 3, r + 1 :2: 28, r :2: 2 :

a [1 ] [2 ]
8 8

I\; = 4, r :2: 28 :

[ 0] [ 1 ] [ a ]
8-1 8-1 8 -1

[ 2 ] [1 ] a
8 8

[ 0 ] [ 1] 3 [ 2] [ 1 ]
8 8 8 2

[ 0] 1 [ 3 ] [ 2 ]
.. . 8 8 8 '

I\; = 5, r :2: 28 + 1 :

[3 ]
8 - 1

[ a]
8

[ 1 ]
8-2

[ 3 ] [2 ] [1 ]
3 8 4

[3 ]
8 - 3

[ 1 ]
8 -1

[0 ]
8 -1
[4 ]

2

[ 1 ]
8

[ 2 ]
8 - 2

4 [2 ] a
8

[0] [ 3 ]
3 8 - 2

[ 3 ] 1
8
[ 1 ]

3

[ 4 ] [ 2 ]
8 - 1 2

[ 4 ] [ 2 ]
8 - 2 3

[a ] [3 ]
8 1 2

[ 0 ] [ 3 ]
8 - 3 4 ... ,

I\; arbitrary, r + 1 :2: 38 :

[0 ] [1\;-1 ] [1 ] [1\; -2 ] [2 ] [ 1\; - 2 ] [ 1]
8 8 8 8 8 '" 8 8

[ I\; -1 ] [0 ]
8 8 .
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The "monste r" SPO s in the five-color cases are very hard to write down for
general e, so just t he left end is indicat ed above. To show what complicated
obj ects these are , we write them down explicit ly in the two smallest cases,
when r = 5 and e= 2 (28 sites) :

o114 22033 14 220 3314 0224 113004

and when r = 7 and e= 3 (109 sites ):

(2.1)

001114222 0333 144220033 11442000 31114 22200 3311 442200 3331
44420011330022 441130002 4441 3330022 44113 3002224111300044.

(2.2)

Of course, both obj ects (2.1) and (2.2) are ast ronomically ra re in the initial
state , but they are readily able to generate waves of excitation and t hus
influence distant sites in the surrounding environment. There are, however
"holes," consisti ng of Os , which rema in unfilled by either dynamics. However,
if we increase the radius r to 6 (while keeping e= 2 and K = 5), th en the SPO
(2.1) becomes "unstoppable;" it will event ually cont rol every site th at is not
in the domain of anot her SP O. T hese effects are formu lat ed more precisely
(and more genera lly) in th e following t heorem. Many of the arguments in its
pro of are similar to the ones in [3, 8].

Theorem 2.1.

1. If an SPO exists, th en It is locally periodi c.

2. If an SPO exists and r > K(e 1), then It is uniformly locally periodi c.

3. Assume tha t there is an SP O with e contiguous as at its left end. If,
in addition, r :::; K(e 1), then th e sys tem is not uniformly locally
periodic.

Proof Regions between SPO s are finit e, hence period ic. Part 3 of the
locally periodic definition is clear because there are always sites that are
part of SPO s and "out of phase." This proves statement l.

To prove statement 2, first not e that somewhere in th e initial state there is
an SPO interval. Let I be the largest interval cont aining it with the property
that every site in I is event ually periodic with period K . If it is not Z, then
t here is a site x on its boundary, that is, x ~ I and, say, x + 1 E I .

Let us assume first th at r > (e - l )«. This imp lies that there is at least
one color that has e representatives in N x n I. Thus there exists a to such
th at Ito+n" has e representatives of color 1 in Nx n I for n = 0, 1, . . .. Define

D(n) = { 0, if Ito+n~ (X ) = 0,
K - Ito+nt< (x), otherwise,
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Assume first that D(n) > 0 for every n . Then D(n) is nonincreasing; hence
there exists some no so th at D(n ) is a nonzero constant for n 2: no. Hence x
must change color every time for t 2: to+ noK,· If D(n ) = 0 for some no, then
1'to+n"+l(x ) = 1 for all n 2: no, hence again x changes every time. It follows
that x E I , a cont radict ion.

It remains to prove statement 3. Let k = Lr/ (8-l)J and a = r - k(8-1 ).
Then k ~ K,. If a -I- 0, form th e following object

[ 0] [ 1] [k - 1]
8-18 -1' " 8-1

[k]
a

1

where the block of 8 sites with color (k + 1) mod K, is the left end of an SPO.
If a = 0, then form the same object, except start the SPO with the block of
8 sites with color k. This object is d early an SPO if a = 0 and oth erwise
under the addit ional requirement that r + 1 2: 28 + k - 1, which is for 8 2: 3
equivalent to r 2: 28 + 10=3' Luckily, t he exceptional case 8 = 3, r = 28 = 6
has a = OJth erefore object (2.3) is always an SPO . A sufficiently long interval
of Os, bordered by object (2.3) on th e right and its mirror image on th e left ,
will never change. _

We should note th at we do not address the important stati stical quest ion
that arises in the nonuniform local periodic cases: Which sites are more
prevalent-those that are eventually periodic or those that are eventually 0
(assuming th at there is no third possibility)? (See [5, 16] for such analysis of
th e two-color CCA.)

3. Strong deat h

An argument based on spatial rest rictions (see Theorem 1 of [10]) can be
used to establish global relaxation in a finite numb er of steps if 8 > rand
K, 2: 3. Here we use a one-dimensional setting to prove much better sufficient
condit ions for strong death .

Theorem 3.1.

1. If r + 1 < ~ 8 , and K, = 2, then 1't dies ou t strongly.

2. If r + 1 < 28 and K, 2: 3, th en 1't dies out strongly.

Proof In both cases we show th at a sufficiently large block of Os has to
expand. Specifically, we show th at any block of e > 4r sites with color
o at t ime t will prod uce a block of at least size e+ 1 at some time s E

{t + 1, ... , t + 2K, - I} . Without loss of generality we can assume th at 1't is 0
on {x < O} , 1't (O) = K, - k for some k E [1, K, - 1], and prove that 1's = 0 on
{x ~ O} for some s specified above.

We now prove statement 1. Let a be such th at the site r - a is th e position
of th e 8th 1 on the nonnegat ive axis at t ime t . If a ~ 0, th en we may take
s = t + 1. If a > 0, then we claim th at th ere are at most 8 - 1 sites with
color 1 in No at tim e t + 1. There are exact ly a I s on the negative axis and
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at most r - a - 8 + 1 of them in [1, r - a] . Even assuming that all sites
r - a + 1, .. . ,r have color 1, we cannot have more than r + a + 1 - 8 Is in
No . But a ~ r - 8 + 1, and therefore r + a + 1 - 8 ~ 2r - 28 + 2 < 8. Hence
we can take s = t + 2 in this case.

We now prove statement 2. We can assume that at some time v E [t +
1, t + 1\;] a site on the negative axis becomes 1. Then there exists an integer
a E [1, rJ so that IV (X) is 0 for x < -a, is 1 for x E [-a, - 1], has exact ly
8 - 1 2s in [0,r - a- I], and is 2 for x = r - a.

As a first step, we claim that IU(X) = 0 for x ~ - a - 1 and v ~ u ~

v + I\; - 1. At t imes from v to v +I\; - 2, the number of sites with color different
from 1 in N-a- 1 n {x 2': -a} is at least 8 - 1; since r < 28 - 1, thi s does not
leave enough space for I\; sites with color 1.

Now the argument splits into two cases. One case is that IV(O) =f. O.
We claim that then IVh-l (O) = O. This is enough, since IV+I<- l (X) = 0
for x ~ O. The claim is a triviality if IV(O) = 1 and is otherwise implied
by the fact th at for t imes between v + 1 and v + I\; - 2 there are at most
r - a - (8 - 1) + a = r - 8 + 1 < 8 sites with color 1 in No .

The other case is th at IV(O) = O. If IV+l (O) = 0, then the argument
proceeds as above. However , if I v+l( O) = 1, then there must exist at least
8 - a Is in [1, r] at t ime v. At tim e v + I\; - 2 we have the following situation:
( I\; - 1) on [- a, - 1], I\; - 2 at the origin, at least 8 -1 colors 0 in [1, r - a- I]'
oat r - a, and at least 8 - a sites with color I\; - 1 in [1,r]. We claim that
there are less th an 8 Is in [1, r - 1] at t ime v + K, - 1. Assuming this claim,
it is clear that IV+I< = 0 on {x ~ O}.

To prove the claim, assume that there are b Os in [r - a + 1,r] at t ime
v + K, - 2. Since there are at least 28+ b+1- a sites with color different from
1 in [0, rJ (this is the only place where we use that K, 2': 3; i.e., K, - 1 =f. 1),
every 0 that turns to 1 at the next t ime needs to reach at least 38+ b - a - r
Is outs ide [0, rJ. To have 8 Is in [0,r ] at t ime v + K, - 1, we have to have 8 - b
Os in [0,r - a], which at tim e v + K, - 1 t urn into Is. However, this implies
that the site r - a - (8 - b) + 1 reaches 8 Is at t ime v + K, - 2. Therefore
38 + b - a - r + a + (8 - b) ~ r + 1, or 48 ~ 2r + 1, an impossibility. This
ends th e proof of statement 2. _

We are now in position to characterize the behavior of the genera l three­
color GHM.

Cor ollary 3.1. Assum e that K, = 3. Then I t

1. dies out strongly if and only if r + 1 < 28,

2. dies out weakly, but not strongly, if and only if r = 8 = 1,

3. is locally periodic if and only if r + 1 2': 28, r 2': 2, or it

4. is uniformly locally periodic if and only if r + 1 2': 38 - 1, r 2': 2.

Proof. This follows immediately from Proposition 2.1, Theorem 2.1, and
Theorem 1 in [4J (see also Theorem 5.1 below). _
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4. Nonexistence of stable periodic objects

Assume that r , 8, and K :2: 3 are such that an SPO does not exist . In such
a case there is st ill the possibility of trave ling waves. Indeed, consider th e
configuration

[1 ] [2 ] [3 ] [ K-1 ]
lrt lJ irtl l lrt lJ a

where a is either lrtlJ or i,·tl l, depending on the parity of K . This con­
figurat ion is able to move across Os, as soon as r + 1 :2: 28, suggest ing that
'It cannot die out st rongly. On the other hand , nonexistence of SPO s seems
to ind icat e that no "stat ionary" finite configurat ions are stable; hence the
following conjecture .

Conjecture 4.1. Assume that r , 8, and K :2: 3 are such that r+ 1 :2: 28, and
an SPO does not exist . Then 'It dies out weakly, but not st rongly.

Taking Conjecture 4.1 for granted st ill leaves one intriguing question open:
Does an SP O exist if r + 1 :2: 28? In view of exotic SPO architect ures , exem­
plified by the example of (2.2) , this question is not easy to answer for small
numb ers of colors. On the other hand , it turns out , perhaps surprisingly,
that the large K design in Proposition 2.1 is optimal; there are no SPOs for
thresholds larg er than (r + 1)/3. This is th e subject of our next result .

Theorem 4.1. A ssume tha t r + 1 < 38. Moreover, if 8 :::; 5, th en assume
th at K > 128 + 3, and if 8 > 5 assume that K > 148 - 7. Th en an SPO does
not exist .

Proof. We assume tha t an SP O interval exists and is positioned on Z so
that t he site z > °is its rightmost site , that the origin has color 0, and that
there are at least 8 repr esentatives of each of the colors 1, . .. , K - 1 in [1, z],
but exactly 8 - 1 represent atives of color °in [1 , z] . We can also assume that
this SP O is the shortest possible. This, in parti cular , implies t hat every color
must eat; in other words, if the color of an x is k, th en there is at least one
site wit h color (k - 1) mod K in Nx .

Step 1. For each k = 1,2, . . . , K - 1, every site in [0, z] with color K - k is
in t he int erval [0, r + (k - l)(r - 8 + 1)].

Each of (K -1) must lie in [0,r ], because otherwise some K-1 would only
see colors in [1, z], which cont ain only 8 lOs. For each k < K, determ ine
Xk :2: °so th at K - k is th e color of X k , and there are exact ly 8 - 1 colors
K - k in [X k + 1, z]. By the same argument , all colors K - k - 1 must lie in
[O, X k + r ].

We now prove the claim in this step by induction . If it is true for some
k < K - 1, then Xk :::; t: + (k - l) (r - 8 + 1) - 8 + 1, and, consequent ly, all
colors K - (k + 1) lie in [0,r + (k - l) (r - 8 + 1) - 8 + 1 + r ].

Step 2. For each k = 0,1 , . . . , K - 1, every site wit h color k lies in
[0, (k + 2)r].

If a °lies inside [2r + 1, z], then (since, by Step 1, every K -1 in [0, z] lies
in [0, rJ) we can discard it , thus reducing the size of t he SPO. Hence all Os
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lie in [0 ,2r]. Similarly, if Yk is t he posit ion of the rightmost repres entative of
the color k < I', - 1, then all colors k + 1 must lie in [0,Yk + r ]. An induction
argument completes the proof.

St ep 3. Fix two colors °::; C1 < C2 ::; I', - 1. Assum e tha t th ere exists an
x E [0, z], such that each color k E [C1, C2] has at least 8 represent at ives in
[x, z], but does not app ear in [x - r ,x-I] . Then each color k E [C1 ' C2] has
at least 8 repr esent atives in [0, (C1+ 2)r + (k - c1)(r - 8 + 1)].

By Step 2, we know this holds for k = C1. Fix ay E [x,z], and assume
that a color k E [C1,C2) has at least 8 repre sent at ives in [x,y] . Then there is
at least one k in [0,Y - 8 + IJ and, consequent ly, at least 8 colors k + 1 in
[0,Y - 8 + 1 + r] (nothing to the left of °can influence these representatives
with color k). Again, a simple induction argument establishes Step 3.

Step 4. Assum e that I', ;::: 21. Then none of the colors 7,8, . . . , I', - 14
appears in [3r + 1,4r].

By Step 1, all sit es in [0, z] with colors I', - 1, I', - 2, ... , I', - 10 lie in
[0, 10(r - 8 + 1) + 8 -1] C [0, 7r + 3]. By Step 2, all sites in [0, z] with colors
0,1,2,3,4,5 are in [0 ,7r]. Together, these account for at least 168 of the sites
in [0,7r + 3J . Since 7r + 4 ::; 218 - 10, thes e leave at most 58 - 10 sites in
[0, 7r + 3] unaccounted for.

Assume now that the claim of this st ep is not t rue and let k be one of
the colors 7,8 , .. . , I', 14 which is represented in [3r + 1, 4r] . Since this site
must eat something, there has to be at least 8 - lather ks in [r + 1, 6r], and
at least one k 1 in [2r + 1, 5r]. In turn, there must be at least 8 colors k - 1
in [1,7rJ. Also, the original color k must be eaten by 8 colors k + 1, all of
which have to be [2r + 1, 5r]. These force at least 8 colors k + 2 in [r + 1, 6r],
and , in turn, at least 8 colors k + 3 in [1, 7rJ. We thus have 58 colors among
6,7, .. . , I', - 11, a contradiction.

St ep 5. Assume 8 ::; 5, and I', > 128 + 3. T hen the theorem is true .
The colors 0, . .. , 68+ 2 and 1',- 68- 1, .. . , 1', - 1 are in this case all distinct.

We will count the number of colors in the interval I = [0, 1282
- 38 - 2].

If 1::; k ::; 68+ 1, then k(r-8+ 1) +8- 1 ::; 1282
- 38 -2, hence, by Step

1, there are at least 8 of each of the colors I', - 68 - 1, . .. , I', - 1 in I . On the
other hand, if7 ::; k ::; 68+2, then 10r+(k-8)(r-8+1)::; 1282 - 28 - 7 ::;
1282

- 38 - 2. By Steps 3 and 4 (note that 68 + 2 ::; I', 14), there are at
least 8 of colors 7, . . . , 68 + 2 in I. Hence we have produced 8(128 - 3) sites
in I , an impossibility.

Step 6. Assume that 8 ;::: 5, and I', > 148 - 7. Then the theorem is true .
Then the colors 0,1, .. . , 78 - 3 and I', - 78 + 4, . .. ,I', - 1 are all different.

This t ime, let I = [0,1482
- 138 2]. By Step 1, there are at least 8 of

each of I', - 1, I', - 2, .. . , I', - 78 + 4 in I . By Steps 3 and 4, t here are also
at least 8 of the colors 7, ... ,78 - 3 in I , producing 1482 - 138 sites in I , a
cont radict ion. _

In addit ion to the method used in the above proof, which works well for a
large number of colors, we present one that is more appropriat e for a sma ller
numb er of colors.
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P roposition 4.1. Assume that K, :::: 4 and r + 1 = 28. Then an SPO does
not exist .

Proof Let it E {O, 1, . . . , K, _ l }Z be the following modification of the GHM:

_ { (it(x) + 1) mod K"

It+l(X) =

0,

ih t(x ) > °
or (I{y E N x : it(Y) = 1}1:::: 8 and

K, - 1 E it(Nx ) ) ,

otherwise.

We conjecture that it dies out st rongly if and only if t here is an SPO for It .
We do not know how to prove t his , bu t at least one direction is clear , if it
dies out strongly, t hen there can be no SPOs of minimal length , an d hence
no SPOs at all, for It . The proof t hat it dies out strongly in this case is very
similar to the proof of statement 2 of T heorem 3.1 and hence omit ted. _

5. T he basic case r = 8 = 1

The method of [4], which assumes t hat K, = 3, does not carry imm ediately
over to arb it rary K" because, vaguely speaking , it is not st ra ight forward to
define an edge so that t he only way it can be annihilated is by collision with
anot her edge. We will make t his clear below; we begin with the statement of
the main result .

Theorem 5.1. Assume that r = 8 = 1 and K, :::: 3.

1. There exists a constant A = A(K,) so that P(,t(O)
t -. 00.

2. The system dies out weakly; but not strongly.

3. As K, -. 00, A(K,) ev (8; )1/4 e-I</2

1) ev A/Vi as

It is perhaps possible to give further terms in the asymptotic expansion
of A(K,) , but explicit computation may be hard even for K, = 4.

Before starting with t he proof, we int roduce some useful language. For a
fixed z E Z, and an integer k E [2, K,], we say that z, z+1, .. . , z+k - 1 is a right
percolating path oflength k, ih o(z ) = 1, and ,o(z+i) E {O}U[K, -i+ 1, K,- 1]
for i = 1, .. . ,k - 1. A left percolat ing path is defined analogously.

Fix an x E Z, assume that IO(X) = 1, and fix t :::: 1. If it is not the case
that It(X - t) = 1 and It(X - t + 1) = 2, then the 1 at x dies out on its left
by time t . If it dies out by t ime t + 1, but not by t ime t , we say that it dies
out at time t. The definit ion of a 1 that dies out on its right is analogous.

For a x E Z, define by x+ t he bond {x,x + I} and x- by (x - 1)+ A
bond x+ is open at t ime t if It(X) -,t(X+ 1) E {-I , 0, 1}( mod K,), and closed
otherwise. It is easy to check t hat an open bond stays open forever.
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Assume that 10(x) = 1 and that this 1 dies out on its left at t ime t - 1.
Then (x - t )+ is either open at t ime t - 1, in which case the 1 "collides with
anot her 1," or else it is closed. The second possibility does not arise when
/'L = 3, this being the only case when all bonds are open at t ime O.

Next in line is a key lemma that enables us to use the techniques from
[4,12]. For x, y E Z we define the interval [x ,y] to be harmless if 10(X) i- 1,
10(Y) i- 1, and there are no 10 or 01 pairs in [x,y] at t ime O. We define a
site x to be a left edge if the following two condit ions hold.

• 10(X) = 1.

• If [y,y+ 2/'L - 5] is the first harmless interval of length 2/'L - 4 completely
on the left of x , and t he colors of sit es z, z < y , ar e changed to 0, while
preserving ot her colors, t he 1 at x never dies out on its left .

Again , a right edge is defined analogously. What the next lemm a says , in
short , is that a left edge can die only by annihilat ion aga inst a right edge.

Lemma 5.1. Assume there is a left edge at x which dies out on its left at
tim e t - 1. Then there is a right edge either at x - 2t + 1 or at x - 2t + 2,
which dies out on its right at time t - 1.

Proof We start by figur ing out how a bond can stay closed for a long t ime.
Fix a yE Z and a t ime t and define Ff(y) to be the event at which th e
following happens.

• y+ is closed at t ime O.

• T here is a Yl E [y - /'L + 3,y] such that 10(Yl ) = 1, and this 1 dies out
on its right at time y - Yl .

• T here is a yz E [y - Yl + 2,y - Yl + /'L - 1] with 10(YZ ) = 1, and this 1
dies out on its left at t ime yz - Y - 1.

• There is a Y3 E [y - yz - /'L + 3, Y - yz] with i O(Y3) = 1, and this 1 dies
out on its right at t ime Y - Y3·

And so on, alte rnating betwe en left and right of Y, unt il a Yi is found so that
Iy - Yi! ~ t - 2/'L . Note that I s that arr ive to 0 from t he left are no more
that 2/'L - 4 units apart. A harmless int erval of length at least 2/'L - 4 in
[y - t + 2/'L , 0] hence pr events Hi(y) from happening.

We define F; (y) by reflect ion of Ff(y) over t he bond y+ . The claim is
that

{y+ is closed at time t} C Fi(y) U F; (y). (5.1)
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To prove this, observe that a closed bond Ok at t ime t will become open at the
t ime t + ",-1 - k unless the 0 cha nges to 1 at some time s E [t+ 1, t + ",-1 k].

Now, (5.1) implies that the edge (x - t )+ is open at t ime t - 1, since t he
length of the harmless int erval implies that neither Hi( x - t ) nor H[( x - t)
can happ en. Hence there is a 1, either at x - 2t + 1 or at x - 2t + 2, that
dies on its right at time t - 1. We have to prove t hat this 1 is a right edge.
Let [y - '" + 5, y] be the first harmless interval of length 2", - 4 on the right
of this 1. Since y < x , changing all colors in [y + 1, 00) to 0 also eliminates
the 1 at x . With this initial state, t he 1 at x - 2t + 1 or x - 2t + 2 hence
lives forever on it s right and is therefore a right edge. _

For a site x we define the probabili ty measures P~' = P ( · Ix is a right
edge) and P~ = P( ·Ix is a left edge) . Let E~, E~, Var~ , and Var~ be the
respective expectation and variance operators. Moreover , we define rand om
variables L; and Rx . Let y > x be the positi on of the first right (resp . left )
edge on the right of x . Then Lx (resp. Rx) is the numb er of left (resp. right)
edges in (x,y). Define

P PI< = P (O is a right edge),

q = ql< = P;( Lx = 0).

Lemma 5 .2 .

1. q = P~(Rx = 0).

2. Define the random variables Rk(x) by Ro(x ) = x and Rk+l(x ) =
inf{y > Rk(x) : y is a right edge}. Under p~', Rk+l(x ) - Rk(x ), k ::: 0
are i.i.d. and so are LRd x), k ::: O.

3. E~ (Lx ) = E~(Rx) = 1.

T _ l( _ 2q4. Varx(L x) - Varx Rx) - --.
1 - q

Proof We argue by symmetry that statement 1 holds:

L P;(y a right edge, no edges in (x, y))
y> x

p-1L P (x a right edge, y a right edge, no edges in (x,y ))
y> x

p-l L P( x a left edge, y a left edge, no edges in (x ,y) )
y> x

P;( Rx = 0).

Furthermore, st ate ment 2 holds because both Rk+1(X) - Rk(x) and LRk(x)
depend only on colors to the right of Rk (x). Finally, to prove statements 3
and 4, we note that , by statement 1 and standard markovian arguments ,

for k ::: 1. _
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Proof of statement 1 in Th eorem 5.1. Define the events
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G~ (x)

G~ (x )

H;(x )
H; (x )

bo(x) = 1, this 1 survives on it s left up to time t} ,

bo(x) = 1, this 1 survives on its right up to time t} ,

G~ (x ) n {x is a left edge}, and

G~ (x) n {x is a right edge}.

Note that P(G~ (x ) \ H;(x )) ::; P (th ere is no harm less interval in [x ,x + t]) ::;
e-ct, where G = G(I\;) > 0 is a const ant. It follows t hat

Assume for the moment that we have proved that , as t --+ 00 ,

P(H;( O)) ~ ~,

(5.2)

(5.3)

for some const ant B = B(K,). Then it follows by symm etry and translat ion
invariance that P(Hl(t )) = P (H[(- t )) ~ B/Vt , while

P(H;(t ) n H; (-t)) < P(G~/2 (t ) n G~/2 (-t))

P(G~/2 (t ) )P(G~/2 ( - t)) ~ 2~2

as t --+ 00. Hence (5.2) and (5.3) together imply that P (-Yt(O ) = 1) ~
2pB/Vt .

It remains to prove (5.3); as this consists of checking that t he technique in
[4] applies to our case, we merely sketch the argument . Let Mn be the number
of right edges in [0,n]. It follows from the result in [15] that P (IM n - pnl >
en) < e- cn for a sufficiently large n , where G = G(I\; ,E) is a posit ive constant.
For a fixed m, define the event

r; = {t L R; (x ) < k for k = 1, . . . ,m}.
,=0

It follows from theorems about random walks ([4, 7]) that

as m --+ 00 . Now assum e that 0 is a right edge. Then

FM 2t _ 1+1 C H; (O) C FM 2t _ 1 .

It is now st raight forward to see that this implies that for each E > 0 there
exist constants GI , G2 E (0, (0) (depending on E and K, ) so that for large t
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where

B= ~Y27r(1 - q)"
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(5.4)

Send ing first t -7 00 and then E -7 0 completes t he proof. _
Note , for lat er use, that A = 2B , where B is given by (5.4).

Lemma 5.3. It does not die out strongly.

Proof Let Fx = {rt (x) changes i.o.}. Since Fo = n xEzFx, P(Fo) is eit her 0
or 1. Therefore, we need only show that P(Fo) > O.

Abbreviat e H; = H[( - t ) (the event from the foregoing proof), and denote

1· . f ~O<i<j<t P(Hi n Hj ) (5.5)a = IIfl Hl 2 .

h oo (~O:O; i9 P(Hi ) )

If we prove that a < 1, then it will follow by the Renyi-Lamp erti lemma
([2]' page 87), that P(Ht i.o.) > 0, but (n, i.o.} C Fo.

The denominator in (5.5) is clearly ~4B2t as t -7 00 . Call the numerator
in (5.5) St . We will use the est imate lim SUPt-+oo st/ t :::; lim SUPt-+oo ( St - St- 1) '

Fix an E > 0 and let t be so large that for i > t 1
/
4

, P(Hi ) :::; (B + E)/ A .
Then, by the previous proof,

t t

St - St-1 = L P(Hi n Ht ) :::; L P(Hi n Ht - i )
i=O i = O

< L (B + E)2 + 2t1
/
4(B + E)

t '/4:O;i:o;t-t'/4 v't~ v't

< (B + E)2 f V 1 dx + 2(B + E)r 1/4
o x (l-x)

(B + E)27r + 2(B + E)r 1/4.

Hence, a :::; 7rI4 < 1, and the lemma is proved. _

Lemma 5.4. It dies out weakly.

Proof The argument is a standard application of the Borel-Cantelli lemma,
so we leave out the details. _

Before we prove st at ement 3 in Theorem 5.1, let us define an immediate
left (resp. right ) edge to be a right (resp . left) percolating pat h of length r;,
followed imm ediately by a harmless interval of r;, - 3 sites.

Lemma 5.5 . A s r: -7 00, P« ~ V27rr;,· e-" .

Proof A necessary condit ion for 0 to be a right edge is th at a right percola­
t ing path starts at O. A sufficient condit ion is that an imm ediat e right edge
begins at O. Both comparison events are ~ r;, !/r;," . _
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Lemma 5.6 . lim sup,,~oo q,, :::; ~.
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Proof. Recall that q" = PJ(Rx = 0). Let F be the event that, moving from
a to the right , we see a right percolat ing path before we see a left one (a
percolating path starting at a counts here). Clearly 1 - qk ::::: P(F ) ( 1 - ~ ).

Let a = X o,XI, X 2 , . . . be the successive posit ions of Is on the nonneg­
at ive axis. Let 7 = inf{k ::::: a : there is exact ly one percolating path in
[X k , X k+1 ]} , and let G be the event that the percolat ing path in [X n X T +1]

is going to the right. Clearly, G C F and P (G ) = ~ .•

Lemma 5.7. lim inf,,~oo q" ::::: ~ .

Proof. Now let F be the event th at , going from a to the right , we see an
immediat e left edge before we see a right percolatin g pat h. Clearly 'l« :::::
P(F) . Let F' be th e event that we see an immediate left edge before an
immediate right edge. Then P(F C) (l - ~ ) :::; P(F'C) .

First , define Y1 = inf{x > a : I O(X) = 1, IO(X + 1) = a}, and let Yk =
inf{x > Yk- 1 : I O(X) = 1, IO(X + 1) = a} for k ::::: 2 be the successive las on
the posit ive axis. Define (J to be the first k for which Yk is an immediat e right
edge (note that Yo- is the first immediate right edge on the nonnegat ive axis,
unless there is one exact ly at t he origin) . Then P (ro(Yo- - 1) = 0) :::; 2/ K,.

Now define a = X O,X I, X 2 , . . . recursively by X k = inf{x > X k - 1 + 1:
(,O(X) ,10(X+ 1)) is either (1,0) or (0,1)}. Define 7 to be the first index k ::::: 1
such that there is exact ly one immediate (left or right ) edge in [X k , X k+1 +1].
Moreover, let the stopping time 7 ' be the first k for which there are two
immediate edges in [X k ,X k +1 + 1]. (Note that there cannot be more than
2, one left and one right .) Let G be the event that the immediate edge in
[Xn X T +1 + 1] is the left one. By a symmetry argument , P (G) = 1/ 2. The
last step is to show that P (G \ F') ---> a as K, ---> 00 . To this end, observe that

G \ F' c {a right percolat ing path starts at a} u {7' < 7} U bo(Yo- - 1) = a}.

The only thing left to show is that P (7' < 7) is small. Actu ally, P (7' < 7) :::;
P (a right percolat ing path at 01' 0(0) = 1, / 0(1) = 0), which is exponentially
small in K, . •

6. The two-color models

Certain "energy" techniques seem to apply only to two-color models [14].
In thi s section we show how they imply a fairly complete description of th e
behavior of the two-color GHM. We include some discussion about th e two­
color CCA mainly to illustr ate how much t rickier cyclic models are.

Proposition 6.1. Assume that K, = 2. Then, for every x , It (X) = I t+2(X)
for all but finit ely m any t . Moreover, I t

1. dies out strongly if and only if r + 1 < ~ 8,

2. is locally periodic if and only if r + 1 ::::: ~ 8 , or

3. is uniformly locally periodic if and only if r + 1 ::::: 28.
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Hen ce, every point eventually becomes eit her 0 or a part of an sPa. Of
cour se, this says nothing new if "Yt eit her is uniformly locally periodic or dies
out st rongly.

Proof. The three assertions 1, 2, and 3 follow from Proposition 2.1, Theorem
2.1, and Theorem 3. 1. To prove that "Yt+2 (X) = "Yt (x ) eventua lly for every site
x, we first notice that it is enough t o prove this when an spa exists; therefore
we can restrict our at te ntion t o "Yt on a finit e int erval. More precisely, we
fix an n > 0, investi gate "Yt on [0, n - 1] with free boundary, and prove that
"Yt = "Yt+2 event ua lly, for arbit rary "Yo. For this, we use an idea from [14]. Let
us interpret "Yt as an n-dimensional column vector, and consider the following
"energy" fun ctional

(6 .1)

Here , A is an n x n matrix with entries ai,j = 0 if Ii - jl > '1', ai,j = 1 if
o< Ii - j l ::::; '1' , and ai,i = - 2'1' -1, whereas b is an n-dimensional vector wit h
all ent ries 8 - ~. T hese are chosen so that the ith coordina te of A"Yt - b is
never 0 and posi ti ve if and only if "Yt+l (i) = 1. Since A is symmetric,

F(t + 1) - F(t) = (A"Yt - b, "Yt+l - "Yt- l) ,

hence F(t + 1) > F(t) unl ess "Yt+l = "Yt- l . However , F(t) ::::; (4'1' + 28)n for
each t , hen ce F must be event ua lly constant . _

Proposition 6.2. Assum e that If, = 2. Again, for each x , (t(x ) = (t+2(X),
except for finitely many t . Moreover, (t

1. fixates ii r + 1 ::::; ~ 8 + 1 orr + 1 = 8,

2. is locally periodic if 'I' + 1 2': 8 + 1, or

3. is uniformly locally periodic ii r + 1 2': 28.

We conject ure that (t fixates if and only if 8 > r .

Proof. Assume first that 'I' + 1 < 28. Assume that (0(x) is 0 for x 2': 0
and arbit rary for x < O. Then we claim tha t (t (x ) = 0 for all t and x 2':
max{ r - 8 + 1, O}. By monotonicity, it is enough to prove the claim under the
assumpt ion t ha t (o(x) = 1 for x < O. Furthermore, we assume that 'I' 2': 8,
for otherwise this claim is a triviality. Let a = 'I' - 8. Then (1 is 1 on [0,a],
oon [- (a + 1), -1], and equa l to (0 elsewhere . Since a + 1 - 'I' ::::; - (a + 1)
and 'I' - (a + 1) < 8, (2 = (0' T his proves the claim .

The precedin g paragraph has several consequences. First , (t in any case
dissolves into countably many finit e systems. Second, (t is locally periodic
for 8 + 1 ::::; 'I' + 1, but not uniformly so if 'I' + 1 < 28. T his proves statements
2 and 3.

Let us now assume that 'I' ::::; ~ 8. Assume that the sit es in [-'I' , -1] have
fixat ed , with t he number of Is there being a. If the origin cha nges at time t
from 0 to 1, then there must be at least 8 - a Is in [1, '1' ] at time t . Let T 2': t
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be the first tim e at which one of the Is in [1, r J changes to O. The time T must
be finite; otherwise the origin is unable to change back to 0 after t . At time
T , there is a site x E [1, r] t hat sees 8 - a Is and 8 Os; hence 2r + 1 ~ 28 - a.
Since we can assume th at a ::::: ~r (otherwise we can exchange roles of Os and
Is), we get r > t8, a contradiction. Hence, the origin must fixat e, and th e
pro cedure can be it erated.

If 8 = r + 1, then a very easy argument works. Take an interval of Os, at
least r +1 sites long, and let x be the first site to the right of it (the color of x
is 1). Either this site becomes 0 at some tim e (and is st uck at 0 afterwards),
or else it never becomes 0 (hence it is stuck at 1). In the second case, all
sites in [x, x + r] must be 1 at all t imes, and the pro cedure can be continued.

Finally, the first claim is proved with the functional (6.1) with the same
b, and A is given by a i ,i = 28 - 2r - 1, a i ,j = 1 if 0 < Ii - j l ::::: r , and a i ,j = 0
otherwise. _
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