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Abstract. Bilinear cellular aut omata (CA) are those whose next sta te
may be expressed as a bilinear form (inner product) of the neighboring
st ates. In this paper it is shown that, unlike linear CA , the bilinear CA
over Z~ are 1r-univers al , that is, capable of simula ting any CA of the
sam e dimension, and hence also capable of simula t ing any (universal)
TUring machin e. Evidence is given that the bilinear CA over Zm,
t he integers modulo m , may be universal as well. (Although , like
Conway 's Game of Life, this appears to be difficult to establish, even
for a prime number of states.) A fairly complete Wolfram classification
of the bilinear CA over Zm is also given .

1. Polynomial representations of cellular automaton local rules

A linear cellu lar automaton (CA) is one whose next state is given by a linear
[multivar iat e] polynomial in the neighboring states. As might be expec ted ,
the linear (additive) CA have been mor e am enabl e to an alysis [2, 11, 13, 17,
19]. Accordingly, the authors have applied these resu lt s for linear CA to t he
study of their multiplicat ive cousins , t he monomial CA [4]. Here, we take the
next logical ste p in a progressive algebraic approach to the an alysis of CAs ,
by invest igating the bilinear CAs , whos e next state is given by a bilinear
form, that is, an inner product of the neighboring-st ate vector with itself.
T his algebraic approach is motivated by a result in [10], which says that
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every CA over a pr ime numb er of states admits a polynomial representation
of the local ru le.'

In this paper we show that t he bilinear CA over Z~ are zr-universal, that
is, capable of simulating any CA of the same dimension. It follows immedi­
ate ly that the bilinear CA over Z~ are also T-universal , tha t is, capable of
simulat ing any (universal) Turing machine. Hence , there can be no algorithm
to predict the dynamics of a bilinear CA over arb itrary commutative rings or
modules. This contrasts wit h recent result s in [19], indicating that the linear
CA are not T-un iversal, even over arbit ra ry commutat ive rings. However , it
appears difficult to establish whether the bilinear CA over Zm are T-universal
(witness the proof of the T-universality of the Game of Life [5]), though ev­
idence is given herein that they may be. We also give a phenom enological
classification of the bilinear CA over th e state set Zm of integers modulo m
along th e lines of the Wolfram Classes [20].

1.1 Preli minaries

A ring is a set tha t is closed under two associative bin ar y operations , where
one operation (called multiplication) distributes over the other (called ad­
dition , assumed commutative, having a neut ral element and inverses for all
its elements). A ring is commutative if mult iplication is commutative. For
example, (Z,+, x) , the integers under ordinary addit ion and mult iplication,
form a commutat ive ring. Also, (Zm, +, x), the integers under addit ion and
multiplication modul o m, form a commutat ive ring. Likewise, (Z[x]' +, x)
the polynomials over Z, (i.e. , with int eger coefficients) , in one indetermi nant,
under polynomial addition and mult iplication, form a commutat ive ring. As
an example of a noncommutative ring, consider the set of square matrices
with int eger coefficients under matrix addit ion and matrix multiplication.

Next we define an one-dimensional euclidean CA . Let ~ denote a finit e
alphabe t . An one-dimensional euclidean configuration space C , is given by

C = { s = . . 'S - 2S-1S0S1S2"': s, E~} = ~z.

When endowed with the met ric

p ( s(l ),S(2) ) = I~I -K where K = ~in{i: s?) =1= S}2) }

C becomes a topological space equivalent to the product topology, upon
which a dynamical system can be defined . Then a CA is a dynamical system
T : C f-t C that commutes with the shift , 0- : C f-t C , given by o-(Si) = SiH '
That is, T is a CA if it is a cont inuous map and

T oo- = 0- 0 T .

T his is a fundamental resul t from [10] . Further background about CA can
be found in [7] and [22].

IThe st udy in [10] was mainly concerne d with symbolic dyn ami cal syste ms in one
dimension , th e result is eas ily seen to hold for CA in higher dimensions, since any neigh­
borhood may be ordered in such a way as to prod uce a neighborhood vecto r, and hence a
po lynomial representation of th e local CA rule.
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Definition 1. A CA is defined as T-universal or 7r-universal as follows.
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1. T-universal if it is cap abl e of simulating an arbit rary (universal) Turing
machine.

2. n-univeisel if it is capable of simulat ing an arbitrary CA on the same
underlying lat tice tt .

Now let 5 : ~n -+ ~ denote the local rule of a CA over a prime number
of states (ostensibly, ~ = Zp). Let Xi = ( X i , X i+l , . .. ,Xi+d- d be a vector of
indeterminat es denoting the corresponding st ates, (herein called the neigh­
borhood state vector). Then there is a unique po lynomial P(X) , in n variables
X := X o, . . . ,Xn- l , such that P(X) = 5(x) . P may also can be expresse d as a
sum of monomials:

The ak E Zp are then the coefficients of the monomi al terms. This is anot her
result found in [10].

For CA over a compos ite numbe r of states , there may be no polyn omial
representation of the local rul e, or there may be more than one polynomial
representation of the local ru le. However , we may augment the original state
set to obtain a prime number of states, and use a proj ecti on of the local rul e
from the larger state set onto the original state set. We shall make use of
this technique in Examp le 1.

Example 1. The general po lynomial modulo 2 for an elementary CA (with
m := 2 states and radius r := 1 (3 neighbors) in dimension one is given by

P elem( X -I , X o , X l ) = Co + CIX- I + CZXO + C3XI + C4X- I X O

+CSX- IXI + C6X OX I + C7X - IXOXI ·

Since t he number of states is a prime p = 2, each of the 28 = 256 distinct
bin ar y assignments for t he coefficients c., correspo nds to a distinct elementary
CA rule. We note that the t abl e given in [22] provides boolean expressions for
the elementary CA, which is not the same as the polyn omi als representation
modulo 2, given here (the difference lies in the XOR operation used here
instead of the OR used in standard boolean form s).

Definition 2. A bilinear CA is one whose local rul e 5 : ~Zr+l -+ ~ is of the
form

where ~ is the finite set of states wit h an addit ion and multiplicat ion by a
set of scalar coefficients , xT is the t ranspose of X, and B = (bi j ) is the matrix
of coefficients wit h entr ies bi j E ~ == Zk.
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The Elementary Bilinear CA
(in Wolfram numbers)

0 6 10 12 18 20 24 30
34 36 40 46 48 54 58 60
66 68 72 78 80 86 90 92
96 102 106 108 114 116 120 126

130 132 136 142 144 150 154 156
160 166 170 172 178 180 184 190
192 198 202 204 210 212 216 222
226 228 232 238 240 246 250 252

Table 1: Wolfram numbers of the elementary bilinear CA.

We distinguish bilinear CA from quadrat ic CA , which in addit ion to a
sum involving products of pairs of neighb oring states , also have a linear
component and a constant term:

5(Xi) XiB xl + L(Xi) + C

L L bj ,k X i+j X i +k + L ajxi+j + c.
j k j

Since x; = Xi (mod 2), we can present the following example.

Example 2. A general polyn omial for the elementary bilinear CA is

P ( X - l , X o , Xl) = C6X OXl + CSX-1Xl + C4X -1 X O

+ C3X l + C2X o + C1X - l (mod 2),

which is the polynomial of Example 1, with Co = C7 = o.

Hence, there are 26 = 64 elementary bilinear CA. Tab le 1 lists the elementary
bilinear CA by their Wolfram numbers.

While in [22] it is indicated th at the element ary CA seem to be too
simple to be T-universal , [16] indi ca tes that the elementary rule 54 might
be T-universal. Hence, the presence of rule 54 in Tabl e 1 suggests that t he
bilinear CA over Zm might be T-universal. However , we have been unable
to find a bilinear polynomial representation for a known T-universal CA. For
example, we have established that John Conway 's Game of Life [5] cannot
be expressed as a bilinear polynomial over Zm for any modulus m . (A proof
is available from the authors .)

2. n-universality of bilinear cellular automata over Z~

In [19], previously known results ab out linear CA [2, 11, 13, 17] have been ex­
tended to linear CA with state sets over arbitrary commutat ive rings. Hence,
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it is reasonab le to explore the T-universality of bilinear CA over commuta­
tive rings ot her than Zm. We show that , in cont ras t, the bilinear CA over Z~

are zr-univeraal , and hence T-universal. Our result relies up on t he original
construct ion in [1] of an one-dimensional sr-universal CA (UCA) . In the same
pap er , the following was also established .

For every CA A with m st ates, there exists an one-way CA A'
which simulates A twice slower and A' needs at most m 2 + m
states .

Hence, there exists an one-way 1r-UCA U, with m = 142 + 14 = 210 states
and n = 2 neighbors. If we add one more state , we obtain a prime number
of states, p = 211. This also adds 2112 - 2102 new neighb orhoods on which
U are not defined. However , we may obtain a new one-way 1r-UCA U' , over
p = 211 states simply by assigning a random next state, (say 0) , to t he new
neighborhoods. One is then assured by Theorem 19.1 in [10] that the local
rule J(Xi, Xi + l ) = U'( X) i has a polynom ial represent ation P (xo, Xl) over Z 2l 1>

such that P( Xi , Xi+l) = J(Xi, Xi+1 )'
Now P( xo, Xl ) can be expressed as a bilinear form in the powers of Xo

and Xl, with coefficient matr ix B = (bu,v) as follows:

P (Xo,xd = :L bu ,vx~x~ (mod p).
O:<;U,v < p

(1)

We therefore expand each cell Xi , to a p-tup le Xi , consist ing of the powers of
Xi over Zp, (with the convent ion x? = 1, even when Xi = 0), tha t is,

The expansion of Xi to Xi can be illust rat ed for one-dimensional CA , by
writ ing Xi vertically under X;:

X = ... [ Xi 1 [ Xi+1 ] . . .

X?+1
XI+ l
x;+1

Not e tha t the jth comp onent of Xi is x~j) = xi, so that P may be writt en as
a polynomial in 2p unknowns, given by

Let C = Z~ denote t he configuration space of U' , that is, the set of bi­
infinite strings over Zp. T hen P : C -+ C is the bilinear form of U' given
in equation (1). Similarly, let C P denote the configuration space consisting
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Q
C p ---+ C p

E t
c

Figure 1: Lift to a bilinear CA.

t E
---+ C
p

of bi-infinite st rings of expanded cells Xi over Z~. And let E : C --+ CP
given by E( X)i = Xi be the map that lift s C to CP We shall cons truct a
bilinear po lynomial Q : CP --+ C P for the CA op erating on the expanded
neighb orhood s.

First , we define a polynomial P(j)(Xi, Xi+l) , the j th component of Yi
E(P(Xi, Xi+l))' as the jth power of P :

P(j)( - -t ) _ (P( -t - »_p j( - - )Xi,Xi+ l - Xi,Xi+ l - Xi, Xi+ l .

T hus , each p (j) is bilinear in Xi,Xi+l :

P(j)( -t - ) - - Y E(j ) -Xi, Xi+! - Xi Xi+!'

We may therefore define a bilinear polynomial Q([Xi], [Xi+l]) over Z~ , (p direct
product s of Zp), by

p- l

Q( [Xi ], [Xi+l]) .- L p (j) (Xi,Xi+J
j=O

so that the diagram in Figur e 1 commutes .
We have thus established the following theorem .

(2)

Theorem 1. Th ere exists an euclidean one-dimensional, tt-utuvetsel , bilin­
ear CA over Z~ , th at is, it is capable of simulating any other one-dimensional
CA .

Moreover, we may generalize this result to ob tain the following theorem .

Theorem 2. The multilinear CA over Z~ are 7f-universal, capable of sim u­
lating any other CA of the same dim ension .

Proof As a sketch of the proof we first expand the neighborhoods N, of each
cell i with size n = INi l into n vectors, as follows:

Now the polynomial rep rese ntation of a CA defined over Zp, for some prime
p , can be expresse d as a sum of monomial terms, t hat is,

ppn n- l

P( Xi, Xi+! , . . . ,Xi+n-l ) = L Ck II xf+j ·

k= l j =O
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Thr ee Ext ensions of
th e Logical AND

Xi Xi+ i T To Ti Tz
0 0 0 0 0 0
0 1 0 0 0 0
0 2 und 0 0 2
1 0 0 0 0 0
1 1 1 1 1 1
1 2 und 0 0 2
2 0 und 0 0 2
2 1 und 0 0 2
2 2 und 0 2 2

Table 2: Thr ee possible extensions of the logical AND to Z3.
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(mod 3),
(mod 3),
(mod 3).

We int erpret each power xf.:J-j as a compo nent of Xi+j , so that P may be
expressed as a mult ilinear- po lyn omi al over Z~ , (as a sum of the component
polynomials pj). T he rest of the argument is the same as that for bilinear
CAs, bu t independent of neighborhood size and dimension . _

An example

As an illustration of the preceding sketch, consider the following one-way
one-dimension al CA, t he logical AND of Xi with X i+i , given by

T( X) i = XiXi+l (mod 2) .

For the sa ke of our illustration , we shall extend T to include a rul e with state
set Z 3. There are several possibilit ies, t hr ee of which; To , T i , and T z, are
given in Tabl e 2. For rul e To, the next state of each neighb orhood containing
the new state 2, is assigned state O. For rul e Tz, the next state of each
neighborhood containing state 2, is assigned state 2. Rule T; is the match
rule, which returns Xi = Xi+l if Xi = Xi+l and 0 otherwise.

The corresponding polynomials Po , P i , and P z over Z 3 are :

PO( X i , xi+d XiXi+l + XiX~+l + X~Xi+l + x~x~+l
P i (Xi, xi+d = 2 X i X i+l( Xi + Xi +l )

PZ( Xi , Xi+i ) = 2 X i + 2 Xi+l + ( Xi + xi+ d
z + X~X~+l

Naturally, we choose to employ the simplest polynomial , P i, for the pur­
poses of illustrating our method s. First , we give the polynomi als for each
component of the next state :

P~ (Xi ' Xi +l ) 1 (mod 3),

P f (Xi ' Xi+l ) 2 X i X i+l(X i + Xi+l ) == 2 X7Xi+i + 2 X i X7+ i (mod 3) ,

PZ( ) z z ( z + 2 . + z )1 Xi, Xi +i Xi Xi+ i Xi X i Xi+ i X i+ i

2 X7 X7+l + 2 Xi X i+i (mod 3).
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Combining t he p{(Xi ,Xi+l ), j = 0,1 ,2 into Ql ([Xi ], [Xi+1 ]) over Z~ , we get

where [ ~ ] E Z~ , and multiplication is component- wise.

The bilin ear form of Ql over Z~ is:

T

[!] [ ~] [ ~]

[~ ] [ ~] [ ~]
[~ ] [ ~] [ ~]

Theorem 1 raises the question of how simple the state set can be mad e for
bilinear CA to remain zr-universal. It impli es the existence of a zr-universal
automa ton over Z~ for small p, but we have been unable to settle the mat ter
for a cyclic, or even prime, number of states .

3. Classification of bilinear cellular automata over Zm

If we assume that t he bilinear CAs over Zm. are T-universal, then as an al­
t ernative to a complete analysis, we might set t le for a classification along the
lines of the Wolfram Classes [20]. In this sect ion, we present a classificatio n
of the bilinear CA over Zm according to propert ies of the coefficient matrix.

D efi n it ion 3. We define the following bilinear CA rule types.

1. A column rule is a bilinear CA where all t he nonzero coefficients appear
in one column, t hat is, bi j = 0 for j -# k (fixed), and bi k -# 0 for more
than one i .
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2. A transverse-diagonal rule is a bilinear CA where all the nonzero coeffic­
ients appear in t he transverse diagonal , that is, bi j = 0 for j -=I n - 1- i,
and bi ,n - l - i -=I 0 for more than one i. Also we req uire that the cent ral
entry bT T -=I o.

3. A m ain-diagonal rule is a bilinea r CA where all the nonzero coefficients
appear in the main diagona l, that is, bi j = 0 for i -=I i . and bii -=I 0 for
more than one i .

4. A randomly-distri buted rule is a bilinear CA where the nonzero coeffic­
ients may appear anywhere in the coefficient matrix bij .

Observation 1. For bilinear CAs over z.;

1. T he column rul es fall into (an extended vers ion of) Wolfram's Class 1.

2. The t ransverse-diagonal rules fall into (a restricted version of) Wol­
fram's Class II.

3. The main-diagonal rules fall int o (a restricted vers ion of) Wolfram 's
Class III.

4. T he ru les with random coefficients appear to exhibit Wolfram's Class
IV-like behavior.

Note that our classificat ion is not consistent wit h the equivalence classes
formed by diagonalizing B in the manner of classical [bi]linear algebra, (e.g. ,
[14]). For example, any diagona l form for a transverse-diagonal rul e would
indicate that t he global dynamics exhibits Class III behavior. T his is the
reason why we refer to diago na l bilinear CAs as main- diagonal rules.

We shall illustrate each class with a typ ical examp le. As most of these
examples consist of symmetric bilinear CAs, we define sym metr ic CAs next .

Definition 4. A CA ru le 6, is symmetric if, upon reversing t he order of t he
neighborh ood , then the next state remains unchanged , that is,

A bilinear CA, whose matrix of coefficients in given by B = (bi j ) , is
symmetric t hen if

"Lbij X i X j =
ij

"L Xn-i-1 X n - j - lJ
ij

that is, if the matrix B is symmetric abo ut the transverse diagonal. T his is a
sufficient condit ion, bu t of course probably not a necessary condit ion, since
there may be bilinear CA whose matrix does not have this property, bu t
due to t he particular values of t he coefficients matched with the modulus, is
nonetheless symmetric. Such cases occur with the elementary bilinear CA.
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9 5 D A E 3 E C 2 D C A 5
7 3 3 A 6 9 6 7 9 9 A A
1 C 9 A 9 C 7 5 A
7 C 9 A 6 6 1
1 3 6 A 9 3 D
A C 9 A 6 A
A 9 3 A C A
A 6 C A 3 A
A 6 C A 3 A
A 6 C A 3 A
A 6 C A 3 A

Figure 2: Typical evolution of a column rule.

3.1 C lass I : Column r ules

Example 3. T he simple column ru le:

P (X) = X i LXj (mod m).
j

The matrix of coefficients for the simple column ru le consists of nonzero
entries down column l , and Os everywhere else:

( X' r( 00
aO,l

0 0 )
( X. )Xi + l 0 · · ·0 a l ,l 0 · · · 0 Xi+l

~i+n-l 0 · · · 0 an-l ,l 0· ··0 ~i+n-l .

Qualitatively, t he global dynamics of a column rule exhibit fixed barriers
wit hin which the behavior is cyclic, usually a fixed-point , t hat is, they fall in
Class II under Wolfram 's scheme .

Figure 2 provides a typical evolut ion in dimension one for k = 15 states
and radiu s r = 3, n = 7 neighbors.

Not e that the nonzero cells are isolated by domain walls, wit hin which
the behavior is usually fixed, (and not periodic) . Due to the pr eponderance
of fixed points, we say that the column rules fall in an extended version of
Class 1. In sect ion 3.2, we show that the transverse-diagonal rul es ar e very
similar to column rules in exhibit ing domain walls within which the nonzero
behavior is restrict ed. However , transverse-diagonal rules are mor e likely
to exh ibit periodic behavior within the walls, and not fixed-point behavior.
Hence, we say that transverse-diagonal rules are in a restri cted version of
Class II .



Bilinear Cellular Automata

Analysis

A polynomial expression for a (centered) column rule is given by

P(x) = Xi+lI: aj,lx j (mo d m) .
j
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We may omit the subscript I , in the coefficient aj,L, since I is fixed , and write
t he global dynamics T( x) of a column rule as

n

T(X) i = (J"1(Xi) I: ajxi+j (mod m).
j=O

Here, the supersc ript I , used with the shift (J" , indicat es shifti ng Xi by I places,
resul ting in o' (z) , = Xi+l.

Now T( x) is just the Had amard (pointwise) product of a shift (J"l(X) i =

Xi+l and the linear rule L( X)i = 2:,';=0ajx i+j , writ t en

T(x) = (J"l( x) @ L( x) .

Now 2:, ajXi+j = ° (mod m) for dk n- l values of (Xi , Xi+I, . .. , Xi+n- l ), where
d = gcd(ao, al , ... , an- I, k) . And since X;+l = °--+ x;+l = 0, T(x) must be
"shrinking ," that is, t he number of nonzero sites must be decreasing. This
implies that column ru les behave much like the monomi al CAs invest igated
in [4].

Now consider the following fixed-point equat ion over a finit e field Zp,
(whi ch affords us a necessary cancella tion law) , for I = 0:

X X @ L( x) ,
n

Xi XiI: ajXi+j (mod p),
.i=O

n
1 = I: ajxi+j (mod p).

j=O

This equ ation has dn P-
1 solut ions , where d = gcd(ao , al, " " an-I,P) .

In order to investi gate the possibility of periodi c orbits, consider an iso­
lated Xi i=- 0, that is, Xi+j = °for j = 1, . .. , n - 1. Then for I = 0,
L( x) = aO Xi , and therefore the equat ion for an m-cycle is given by

Xi a~x: ,

1 a~xi ,

which always has a solution over Zp. (Of course , the cycle lengt h is act ually
a divi sor of m.)

Remark 1. Any bilinear CA TB , can be expressed as a quasilinear combi­
nation of column rul es, that is,
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3. 2 C lass II: Transverse-diagonal rules

E x ample 4. The simp le transverse-diagonal rule:

P(x) = L X i X n - i - i (mod m).

The matrix of coefficients for the simple transverse-d iagonal ru le consists of
Is down the transverse diagonal, and Os everywhere else:

Qualit atively, the global dynami cs of a t ransverse-diagonal rule exh ibit
fixed barriers within which the behavior is cyclic, that is, Class II behavior
under Wolfram's scheme. Figure 3 provides a typical sample evolut ion in
dimension one for k = 6 st ates and radius r = 3, n = 7 neighbors .

Analysis

In an attempt to analyze the transverse-d iagonal ru les, we iterated the simp le
transverse-d iagonal rule algebraically:

x;+ Xi-iXi+i,

( X i + Xi_iXi+l)2 + (xLi + X i-2 Xi ) (X;+i + Xi X i+2 )

( 4 2 2 2 2)
Xi + Xi- iXiXi+l + Xi - iXi+l

(
2 2 2 22)+ Xi-iXi+i + X i_ iXiXi + 2 + Xi-2 Xi Xi+l + X i - 2Xi Xi+2

x; + 2Xi -iX;Xi+ i + 2 x L i X;+l

+ x Lix i x i+2 + Xi -2XiX;+ 1 + Xi-2 X;Xi+2'

Over Z2, this reduces to

Xi + Xi- iXiXi+2 + Xi - 2XiXi+i + Xi -2X i Xi+2

xi + Xi ( X i-iXi+ 2 + Xi - 2Xi+i + Xi - 2Xi+2 ) .

In comparison, a similar t ransverse-diagonal rule on a neighborhood of radius
2 is given by

It is st ill not clear from this ana lysis why tr ansverse-diagonal ru les should
exhibit the observed behavior. However , there is the following observation.

R em a r k 2. For k = 2 states, the transverse-diagonal rule given in Exam­
ple 4 is the ident ity CA map.
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5 4 1 2 1 1 2 1
1 2 1 4 4 1 1 2 4 1
1 1 4 1 2 5 4 4 1
1 2 1 4 2 1 4 2 1 4 4 4 4 1
1 1 4 3 2 3 2 2 2 1
1 2 1 4 3 4 5 4 4 4 1
1 1 4 3 4 4 3 4 4 2 4 4 1
1 2 1 4 5 4 1 4 4 2 4 1
1 1 4 4 3 2 5 4 4 2 2 1
1 2 1 4 4 1 5 4 4 4 4 1
1 1 4 1 4 1 2 2 2 1
1 2 1 4 2 3 2 3 4 1
1 1 4 4 1 4 3 4 2 1
1 2 1 4 3 2 4 3 4 4 1
1 1 4 5 4 4 1 4 4 2 2 1
1 2 1 4 4 3 4 4 1 4 4 4 4 1
1 1 4 4 1 2 3 2 2 1
1 2 1 4 5 2 4 1 4 2 4 1
1 1 4 4 3 4 3 4 4 1
1 2 1 4 4 5 3 4 2 1
1 1 4 2 1 3 4 1
1 2 1 4 1 3 4 2 1
1 1 4 2 1 3 4 1
1 2 1 4 1 3 4 2 1
1 1 4 2 1 3 4 1
1 2 1 4 1 3 4 2 1

Figure 3: Typical evolution of a transverse-diagonal rule.

3 .3 Class III: Main-diagonal rules

Example 5 . The simple main-diagonal rule:

P(X) = L X; (mo d m) .

The matrix of coefficients for the simple main-diagonal rule is the identity
matrix, that is, Is down the main diagonal and Os everywhere else:

( X r(:
0 0 :) ( x , )

,
X,+I 1 0 X,+I

~,+n- I 0 0 ~,+n-I .

Qualitatively, the global dynami cs of this main -di agonal rule exhibit un-
limited growth for every modulus m , with space-t ime t rajecto ries reminiscent
of Class III linear CA, such as rul e 90: x~+l = xLI +xL I (mo d 2). Indeed ,
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1
1 1 1

1 2 3 2 1
1 1 2 1 2 1 1

1 2 2 2 1 2 2 2 1
1 1 1 1 1 1 1 1 1

1 2 3 2 2 2 3 2 2 2 3 2 1
1 1 2 1 1 1 1 1 1 1 2 1 1

1 2 2 2 2 2 2 2 3 2 2 2 2 2 2 2 1
1 1 1 1 1 1 1 1 1

Figure 4: Typical evolution of a main-diagonal rule.

the bilinear CA ru le x;+l = (XLl)2+ (XLl)2 (mod 2) , is precisely rul e 90.
F igure 4 provides an example of a typical evolution of an one-dimensional
case for k = 4 st ates and radiu s T = 1, n = 3 neighbors.

Linear cellular a u t omata in bilinear form

It seems appropriate at this point to consider when a bilinear CA is in fact ,
a linear CA . In order for a bilinear CA to be linear , we must have

L bij XiXj = L aix i (mod m).
i j

Such linear bilinear CAs ar e rar e. In fact , a cur sory study indicated that the
set of bilinear CA rules lie at the maximum ham min g distance from the set
of linear CA rules.

However , when bi j + bj i = 0, we would only need

L biiX; = L aix i (mod m) .

Furthermore, if bii = a; then we would only need x; = Xi. A general condition
such as this one is clearly true for Z2, but only partially true for ot her moduli.
That is, there may be a sub set of states 5 C Zm with the pro perty that
"is E 5 , S2 = S, so that cer tain bilinear CAs are linear on configurations
whose sit es have states in 5 .

Quasilinear bilinear cellular a u t omata

In [12] the basin volumes, maximum cycle lengths, and etcetera have been
calculated for rules 18 and 126, which are both noted to be Class III rules.
"Int riguing properties of global structure" are found between them. Indeed ,
in [8, 9] it is noted that under certain block transformations, rule 18 is similar
to the linear rule 90. The idea of block transformations ar e used in [13] to
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find exact solut ions to the forward problem for ru les 18 and 126, which are
bilinear CAs, and rul e 146, which is not a bilinear CA .

Rule 18 is given by:

Two equivalent matrices for rule 18 are:

(Hn (: H)
Rule 126 is given by :

Two equivalent mat rices for rule 126 are:

( ~ ~ ~ ) ( ~ ~ ~) .
001 11 1

Other Class III bilinear ce llular aut omata

In addit ion to the linear and quasilinear CAs, there are other Class III bilinear
CAs. In particular, in [21J it is suggeste d that t he elementary bilinear CA
rule 30, given by :

T30 ( X ) i = X i-l + X i + Xi+! + X i Xi+l (mo d 2)

is an excellent random number generator. T wo equivalent matr ices for rul e
30 are:

0:0 o~n
3.4 Class IV: Random rules

In [6J "Candidates for t he Gam e of Life in T hr ee Dimensions," are invest i­
ga ted and the following two crite ria for rules that are "life-like" is given .

1. All pr imordial soup configurat ions must exhibit bounded growth.

2. A glider must exist and must occur "nat ur ally" in t he evolut ion from
pr imordial soup configurations .

In addit ion, it is conjecture d that these criteria , (which we refer to simp ly
as bounded growth and gliders) , are sufficient grounds for T-universality. Now,
since the bilinear CA over Z~ are T-universal , and rule 54 is a Class IV
suspect , t here are already ample grounds for the conjectur e that the bilinear
CA are T-universal. Here we present mor e evidence. We have found separate
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3 3 2 3 2 3
1 1 1 3 2 2

1 3 1 1 3 3
3 2 1 1 2 1 2

1 1 1 2 2 1 2

2 1 3 2 1 3 1 1 2

2 3 1 2 1 1 2 1 1 2

2 3 1 3 2 2 1 3 2 3 1 1 2

2 3 1 2 1 1 2 2 1 2 3
2 2 1 1 2 1 1 3 1 2 3 3 2 2

2 2 1 3 3 2 3 3 2 3 1 3
2 2 1 1 2 3 1 1 2 2 1 2

2 2 1 1 1 1 3 2 3 3 2 3 1 1 3 1 2 2

2 3 1 1 1 3 2 1 3 1 3 3
2 2 1 1 1 1 2 3 1 1 3 1 1 2

2 2 1 2 3 1 3 2 3 3 3 3 2 3 1 1 1 2

2 3 1 1 1 3 1 3 1 1 1 3 1 2

2 3 1 1 3 1 1 3 1 1 1 1 2 1 2

2 2 1 3 1 1 3 3 3 1 3 1 1 3 2 2

2 2 1 3 1 1 1 1 1 1 3 1 1 2 3
2 2 1 3 1 3 3 1 3 3 3 1 1 2 3 2 2

Figure 5: Example of bounded growth in a bilinear CA.

bilinear CAs that sat isfy at least one of the two criteria. However , we have
yet to find a single bilinear CA rul e that satisfies both criteria .

Figur e 5 pr ovides an example of the boun ded growth criteria, based on the
following matrix of coefficients modulo 4:

( ~
2 1 2

n0 3 0
1 1 1
2 3 2
0 1 0

Figur e 6 provides an example of a glider, based on the following matrix
of coefficients modulo 6:

(1 3 n5
1

Actually, the glider behaves more like a soliton (e.g., [3, 18]).
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4 3
2 4 3

4 3
2 4 3

4 3
2 1

3 4
3 2 4

3 4
3 2 4

3 4

4 3 3 3
2 4 3 3 3

4 3 3 3
2 4 3 3 3

1 3 3
5 1 3
3 3 1
3 3 5 4
3 3 3 4

3 3 3 2 4
3 3 3 4

Figure 6: Example of solitons in a bilinear CA.

R ule 54
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Perhaps the most important bilinear CA , du e to a combination of it s sim­
plicity and its candidacy for Class IV, is rule 54, given by:

T54 ( X ) i = Xi- l + X i + Xi+l + Xi -lXi+l (mod 2).

Two of the possib le matrices for ru le 54 are :

oH) (: ~ n
Note that the only nonzero entries off the main diagon al appear on the trans­
verse diagonal.

To investiga te t he dynam ics of rule 54, we exa mine the fixed-point equa­
tion:

Xi Xi-l + X i + Xi+l + Xi - lXi+l (mod 2) ,
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0 1 0
0 1 1 1 0

0 1 0 Q 0 1 0
0 1 1 1 Q 1 1 1 0

0 1 0 0 0 1 0 0 0 1 0
0 1 1 1 0 1 1 1 0 1 1 1 0

0 1 0 0 0 1 0 Q 0 1 0 0 0 1 0
0 1 1 1 0 1 1 1 Q 1 1 1 0 1 1 1 0

0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0

Figure 7: Perturbat ion 0110 of 0 under rule 54.

a = Xi- l + Xi+ l + Xi-lXi+l (mod 2) .

This means Xi == a for every cell i , or X = ais the only fixed-point. (Here, ais
used to indi cat e the equivalence class of configurations , . .. OOQOO . .. , modulo
the cent er cell, e.g., [4].)

Perturbing a by 010, and applying T , we get the evolut ion in Figure 7,
which te nds to the 4-cycle 0001.

T he following calcula t ion shows that there are no 2-cycles:

T54 ( X ) i - l + T54 ( X )i + T54 ( X ) i+ l + Ts4(X) i - lTs4 ( X) i+l

(X i-2 + X i-2 Xi+! + Xi-2 Xi+2 + Xi+ 2Xi - l + Xi+2 )

+ ( X i - 2 + X i-2 Xi+ l + X i-2 Xi+2 + Xi+ 2Xi- l + Xi+ 2 ) Xi

+ ( Xi-l + Xi+! ) Xi ·

If X i = T 2
( x ) i , then

X i = a -+ ( X i - 2 + Xi- 2X i+ l + X i-2Xi+2 + Xi+2Xi- l + Xi+ 2 ) = 0,

X i = 1 -+ Xi - l + Xi+ l = O.

But neither of these condit ions can be sa tis fied .

Further investigations of this kind have indicated that the phase portrait
of rul e 54 may consist solely of the apparently rep elling fixed-point 0, and four
apparently strange attracting 4-cycles: 0001, 0101, 0110, and 0111. (T hese
are periodi c configurations obtained by repeat ing the given period infini tely
in both dir ections.) However , the true phase portrait for rule 54 may well be
uncomput able.

4. D iagonalizat ion

Following the line of classical work in linear algebra (e.g., [14]), it is natural
to attempt a classificat ion of the bilinear CAs based upon the diagonalized
local coefficient matrix. T he idea is to find a nonsingular matrix P , such
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tha t D = P BpT is a diagonal matr ix . This defines an equivalence relat ion
"' , on the set of n x n matrices over a given field , (Zp in the pr esent case) .
T ha t is, B ", D if and only if (~P)(PBPT = D ). Then , the set of matrices

C(D ) = {B : ( ~P) (PBpT = D) }

is an equivalence class.
Put in terms of bilinear CAs , we would like it if

where

TM(x) i = XiM:"h

However , the overlapping neighborhoods of a CA pr event this possibility.
As an example, consider the simple transverse-diagonal rule in one dimension
wit h radius r = 1 over Zs. T he matrix of coefficients is given by:

B ~ (n n
B is diagonalized by t he matrix :

p ~ 0:n
Applying PBpT = D resul ts in the identi ty matrix :

D ~o~n
As indicated in sect ion 3, the identity matrix corr esponds to the simple main­
diagonal ru le, whose dynami cs are similar to the un limited growth of linear
rules. On the ot her hand, the dynamics of the simp le transverse-diagonal
ru le is t hat of periodic behavior wit hin definit e walls. Since these two bilinear
CAs are quit e dissimilar dynamically, it is appar ent t hat diagonalization will
fail in general to produce a topo logical conjugacy between the corr esponding
dynamical systems. Yet it is st ill possible to "diagonalize" a bilinear CA in
a more general sense, which we now show.

Consider the following scenario, where Tp is a linear t ransformation , (us­
ing some P that diago nalizes B) , that lift s a "horizont al" n-t up le to a "vert­
ical" n- tuple, reminiscent of the higher block presentation of a subshift (e.g.,
[15]).

We use t he matrix P to encode x in the following way:
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C
Tp t

c
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'\; Tn
----7 C
TB

Fi gure 8: Standard diagon alizati on of bilinea r CA.

Tn
C ----7 C

Tp t t Tp
C ----7 C

TB

Figure 9: Desired conjugacy for a bilinear CA.

This result s in the following diagram:

X Xi- l Xi Xi+l

U i-l Ui U i+l

Tp(x ) Vi- l Vi Vi+l

Wi-l Wi Wi+l

We may then define a diagonalization Tn , such t hat TB(x ) = Tn(Tp( x)).
However , TD is a st rict ly local ru le, that is,

We may summarize this as in the diagr am in Figur e 8.

D iagonalization over an extended fie ld

Naturally, we would prefer t hat the diagonalization of t he diagram in Figure 8
take tr iples to triples in C, so that we might have the diagram in Figur e 9.

We have attempted such a diagonalization over an exte nded field Z3[aJ via
the irredu cible polynomial P (x) = x 3 - 2x 2

- 1, (which leads to the reduction
formu las a3 = 2a2+ 1, and a4 = a2+ a + 2). An element of the ext ended
field Z3[a] has the form al a2+a2a+ a3, which we write (horizont ally) as the
t riple (al, a2, a3)' Unfortunat ely, the result ing system has no solution.

We next thought t hat perhaps the transverse-diagonal rule is somewhat
special in its defying our attempts at diagonalization . So we tri ed to diago­
nalize the following simple bilinear CA:

TB (x )i = Xi (Xi- l + Xi+l) '
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T he matrix of coefficients B , is given by :

B ( ~~ ~ )
0 0 0

475

However, there is apparent ly no matrix P to diagonalize B over Z3, or
Z5' And bas ed on the general equat ions for a diagonalization over Zp for p
pr ime , we conjectur e that there is no diagonalizat ion of B over Zp. Hence, it
appears that even if there were nice (canonical) diagonal forms over Zp, not
all bilinear CA would ad mit t o a diagonalization .

5. Concl us ions

We have est ablished the 'if-universality of bilinear CAs over Z~ , and have
provided evidence for the T-universality of bilinear CA over Zm. However, a
pr oof remains elusive. But if the bilinear CA over Zm are indeed T-universal
(as we susp ect ), t hen there is no possibi lity of a genera l purpose algor ithm
for predict ing the global dynamical behav ior of any nonlinear CA . The best
we can do is to at tempt a phenomenological classification along t he lines of
t hat presented herein .

On the other han d , if it turns out that the bilinear CA over Zm are not
T-un iversal, then the quest ion becomes whether t he quadratic CA over Zm
are T-unive rsal. Ba rring that , is t here a T-universal cubic CA over Zm?
W hile these quest ions also remain ope n, the authors have found a quartic
polyn omial representation for Ban k's computer, a kn own T-universal CA.
However , Bank 's computer is a two-dimensional CA , so another questi on
arises as to whether there exists aT-universal CA in one dimension wit h
degree less than 4. So far , the authors have not found aT-universal CA in
one dimension whose po lynomial represent ati on has degree less than 18.
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