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A neural a-feature detector is proposed and used to extract a small number
of main or essential features in input patterns. Features can be detected
by controlling a-entropy for a-feature detectors. The a-entropy is de-
fined by the difference between Rényi entropy and Shannon entropy. The
a-entropy controller aims at maximizing information contained in a few
important a-feature detectors, while information for all other feature de-
tectors is minimized. Thus, the @-entropy controller can maximize and
minimize information, depending on situations. The neural e-feature de-
tector is applied to four problems: an artificial F-H detection problem,
recognition of six alphabet characters, the feature detection of 26 alpha-
bet characters, and the inference of consonant cluster formation. Exper-
imental results confirm that by controlling a-entropy a small number of
principal features can be detected, which can be interpreted intuitively.
In addition, it is shown that generalization performance is improved by
minimizing a-entropy.

| 1. Introduction

Many attempts have been made to describe neural learning from the
information theoretic points of view [1-4]. In those information theo-
retic methods, information, appropriately defined, has been maximized
or minimized. Information maximization has been used to extract and
generate features or to interpret explicitly internal representations ob-
tained by learning [3, 5]. By maximizing information, information on
input patterns can be condensed in ways that are easy to interpret. On
the other hand, information minimization has been used to speed up
learning [6] and to improve generalization [7, 8]. By minimizing infor-
mation, unnecessary information—especially information on noises—is
reduced, leading to improved generalization.

Information maximization and minimization have until now been in-
dependently studied. However, we can definitely say that simple infor-

*Electronic mail address: ryo@cc.u-tokai.ac.jp.

Complex Systems, 11 (1997) 1-30; © 1997 Complex Systems Publications, Inc.



2 R. Kamimura

mation maximization and minimization cannot explain our complex
cognitive processes. For example, information is maximized for some
parts and minimized for some other parts. Complex processes of infor-
mation maximization and minimization cooperate in our brain. The
neural a-feature detector is introduced in this paper to realize complex
processes of information processing. The feature detector is designed to
maximize and minimize information as the first approximation to our
cognitive process. Information about important features is maximized,
and information concerning unimportant features is decreased as much
as possible.

To realize this information maximization and minimization, our a-
feature detector is mainly composed of an a-entropy controller and
a-feature detectors. The a-entropy is used to maximize or minimize in-
formation of the a-feature detectors. More exactly, the entropy can be
controlled to maximize information only for a few important a-feature
detectors. For all other a-feature detectors, information is minimized.
The a-feature detectors with higher information are supposed to repre-
sent main or essential features in input patterns.

The paper is organized as follows. In section 2, we explain the
concept of a neural a-feature detector. More concretely, the section
is concerned with the explanation of basic mechanisms of the feature
detector and basic components composed of the feature detector and
how to realize the concept of the feature detector in an actual network
architecture. In section 3, we formulate and explain Shannon entropy,
Rényi entropy, and a-entropy. Especially, we explain how a-entropy is
used to maximize and minimize information. In section 4, we formu-
late a neural a-feature detector by borrowing a concept of information
and update rules are formulated to control a-entropy. In section 3,
we discuss three experimental results: an artificial F and H detection
problem, recognition of six alphabet characters, and recognition of 26
alphabet characters. In all experimental results, it is shown that main or
essential features in input patterns, which are intuitively interpretable,
can be detected. In section 6, the inference of consonant cluster forma-
tion is discussed. In this problem, in addition to the feature detection,
we show that generalization performance is improved by minimizing
@-entropy.

I 2. Concept of neural a-feature detector

A neural a-feature detector is proposed to detect a small number of
important features in input patterns. As shown in Figure 1, a neural
a-feature detector is basically composed of an input component, an a-
entropy controller, a feature detector (a-feature detectors and a common
feature detector), a feature generator (a-feature generators and common
feature generators), and an output component.
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Figure 1. Components of a neural a-feature detector: an input component,
an a-entropy controller, a feature detector (a-feature detectors and a common
feature detector), a feature generator (@-feature generators and common feature
generators), and an output component.

Components | Elements Functions
Feature a-feature detectors detecting main and
detector essential features

common feature detector | detecting common or
unnecessary features

a-Entropy a-entropy controllers controlling a-entropy to
controller maximize and minimize
information
Feature a-feature generators generating a-features
generator common feature generating common
generators features

Table 1. Summary of major components, elements, and functions of a neural
a-feature detector.

Table 1 summarizes the basic components, elements, and functions
of the feature detector. The most important component is a feature de-
tector with two elements: a-feature detectors and a common feature de-
tector. The a-feature detectors aim at detecting some important features
in input patterns. Feature detection by a-feature detectors is possible
by using the a-entropy controller. The controller is used to maximize
or minimize information in a-feature detectors. Figure 2 shows a basic
mechanism of the a-entropy controller. By controlling the a-entropy,
the first and the third (from the top) a-feature detector are forced to have
maximum information. On the other hand, information in the other
three a-feature detectors is minimized. The a-feature detectors with
higher information can be considered to be important feature detec-
tors. To understand what kind of features the feature detector actually
extracts, we should generate features from the feature detector. The
a-feature generators are used to generate features from a-feature detec-
tors. A common feature detector is devised to detect features common
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Figure 2. The function of an a-entropy controller. The controller is used to
maximize information for the first and the third (from the top) a-feature detec-
tors (hidden units). On the other hand, information for the other detectors is
minimized.

to all input patterns. In some cases, the detector is used to detect unnec-
essary features in input patterns. Common feature generators are used
to generate features from the common feature detector. In an output
component, the performance of the a-feature detectors and the common
feature detector are evaluated by reproducing exactly input patterns.

Then, the next problem is how the concept can be realized in a neu-
ral network (NN) architecture. For the neural a-feature detector, we
have used an ordinary feed-forward network. Figure 3 shows a possi-
bility of the neural a-feature detector in a feed-forward network. As
shown in the figure, input-hidden connections are transformed into a-
entropy controllers. Thus, a-entropy controllers are used not only for
controlling a-entropy but also for decreasing errors between targets and
outputs. However, the main objective of the controllers is to control
a-entropy. Hidden units are replaced by a-feature detectors. Bias to
output units are transformed into a common feature detector. Hidden-
output connections and bias-output connections are a-feature genera-
tors and common feature generators respectively. Finally, an output
component is composed of usual output units.

I 3. Shannon, Rényi, and a-entropy

In this section, we explain a-entropy in a general framework of informa-
tion theory. Let A take a finite number of possible values a,,a,,...,ay
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Figure 3. A neural a-feature detector realized by a feed-forward network.

with probabilities p(a,),p(a,), ..., plag) respectively. Then, the uncer-
tainty H(A) [9-11] of the random variable A is defined by

R
ZP )logp(a, (1)

r=1

Consider conditional uncertainty after observing another random vari-
able B, taking possible values b,,b,,...,bg with probabilities p(b,),

p(by), ..., p(bg) respectively. Conditional uncertainty H(A | B) [9-11]
can be defined as

=

H(A|B) =

Mh

p(b)) > pla,1b)logpla, | b). (2)

s=1 r=1

We can easily verify that conditional uncertainty is always less than or
equal to initial uncertainty. Information for A obtained by observing B
is usually defined as the decrease of this uncertainty [10, 12, 13]

I(A|B) = H(A) - H(A | B)
R
= —Z pla,)logpla,)

T
Z ) > pla, 1b)logpla, 1 b,). 3)

s=1 r=1
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When prior uncertainty is maximum, that is, a prior probability is
equiprobable (1/R), then information is

R

N
I(A1B) =log R+ )" p(b) )" pla, | by)logpla, | b,) (4)
s=1

r=1

where log R is the maximum uncertainty. Information theoretical meth-
ods, developed in NNs, have been concerned with this information
maximization or minimization [3, 6-8, 14]. Our neural a-feature de-
tector aims at maximizing and minimizing information, especially, in
terms of equation (4).
For information maximization and minimization, we use Rényi en-
tropy [14] of the random variable A, given B
S R
H(A|Bia) = 7— 3" plb)log ) p"(a, 1 b) (5)
1 r=1

s=

where a is the parameter and @ = 0. Note that we may use a simplified
expression H(a) instead of H(A | B; ). Concerning Shannon and Rényi
entropy, the following properties can easily be verified:

H@)=H forO<a<l1

H(e)<H fora>1. (6)

It is easy to prove that Rényi entropy becomes Shannon entropy as
a - 1, that is,

lin} H(a) = H. (7)
Then, suppose that the parameter « for Rényi entropy ranges between
zero and one, namely, 0 < a < 1, then Rényi entropy is always greater

than or equal to Shannon entropy. The difference between Shannon and
Rényi entropy

D(ao)=H(a)-H (8)

is referred to as a-entropy. As the parameter « is smaller, uncertainty is
larger. When the parameter « is zero, a-entropy is written as

S R
D(0) = logR + " p(b,) »" pla, | b,)logpla, | b,) (9)
s=1

r=1

where log R is the maximum entropy. This means that the a-entropy
minimization corresponds to information minimization when the pa-
rameter « is zero.

When the parameter « is greater than or equal to zero, this @-entropy
minimization can be used to maximize and minimize information. When
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information defined in equation (4) is maximized, only one symbol oc-
curs with a probability one, while the probability of the occurrence
of all other symbols is zero. On the other hand, when information is
minimized, the probability of the occurrence of all symbols is equiprob-
able. The minimum a-entropy is attained exactly when the information
defined in equation (4) is maximized or minimized.

Let us further explain the actual meaning of a@-entropy minimization
by one of the simplest examples. Suppose a binary symmetric informa-
tion channel composed of two symbols {0,1} [9]. Then, p represents the
probability of receiving a symbol 0 for a transmitted symbol 1 and p
denotes the probability of receiving a symbol 1 for transmitted symbol
1. In this case, a-entropy is written as

S R R
1
Dia) = Zmbg{l —log ) p"(a,1b)+ > pla,1b,)logp(a, | bs>}
s=1 r=1 r=1
1 _ _ _
= 1_alog{p"+p"}+plogp+plogp. (10)

When the parameter « is zero, the equation is transformed into
D(0) =log2 + plogp + plogp, (11)

which is just the definition of information.

Figure 4(a) shows Rényi and Shannon entropy for different values of
the parameter a. As shown in the figure, uncertainty (entropy) is mini-
mum when Shannon entropy is used. Then, uncertainty is increased as
the parameter « is decreased from 0.5 to 0.1, and finally the entropy
attains the maximum value (log2) when the parameter « is zero. Fig-
ure 4(b) shows information (@ = 0) in equation (11) and a-entropy for
different values of the parameter @. When a@-entropy is minimized, a
probability should be one, zero (maximum information), or 0.5 (min-
imum information). In terms of information, when a-entropy is mini-
mized, information is maximized or minimized. Thus, we can say that
a-entropy is used to maximize and minimize information, depending on
situations.

I 4. Controlling a-entropy in neural networks

1 4.1 Minimizing a¢-entropy

The a-entropy controller is used to control a-entropy in a-feature detec-
tors. Especially, we attempt to minimize a-entropy (0 < @ < 1). Since
the parameter « is restricted to range between one and zero, this mini-
mization corresponds to information maximization and minimization.

To control a-entropy, we should compute an output from the jth
a-feature detector denoted by v;. Let &, denote the kth element of the
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Figure 4. Shannon, Rényi, and a-entropy for four different values of the pa-

rameter @ as a function of a probability: (a) Shannon and Rényi entropy, (b)

a-entropy.

sth input pattern and wy, represent an a-entropy controller from the
kth input unit to the jth a-feature detector, then a net input to the jth

a-feature detector #; is computed by

L
s _ S
u; = Z Wik
k=0

(12)

where L is the number of input units, and wj, is the bias to the jth
a-feature detector. Then, the jth a-feature detector produces an output

(13)

where f is a sigmoid activation function defined by

1
fl) =

1+ exp(~u;)’

We deal with each a-feature detector s

(14)

eparately. Suppose that the

probability of input patterns is equiprobable:

p(by) =~ 5

The output from the jth a-feature detector ¢
a probability that the jth a-feature detecto

(15)

an be considered to represent
r fires. Then, in formulating

a-entropy, the conditional probability p(a,lb;) is approximated by the

output from the a-feature detector vj:
S
plalb) ~v;.

Then, a-entropy (D;) for the jth a-feature

Complex Systems, 11 (1997) 1-30
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pattern, can be approximated by

S 1 R
Dj(a) = Zp@{ log )" p*(a, 1b,)
r=1

1-«a

R
+ Zp(ar | b,)logp(a, | bs)}

1 1
~3 Z [1 — log{(vf)“ + (1775»)”} +v;logv; + U} log (17)
s=1
where
j=1-v (18)

Since all a-feature detectors are treated separately, the total a-entropy
(D,.,) can be approximated by

tot )

S

M
D, (a) Z {% Z [1 ia' log{(y;,)“ + (D;)a}

=1 s=1

+v; loguf»+1’/flog1‘/;] l (19)

Differentiating the a-entropy function with respect to a-entropy con-
trollers w;,, we have

o Aw ) - @)
T = a){)" + (@)

-«
where § is the parameter. Thus, update rules for a-entropy controllers
are

0D (@) S

}] vz 20)

P IO 2 (et 2t
At = P Z{% F—afw)r + (a;)”}]”fyfgk

N
=) {Z({f - Of)Wi,} ViDL (21)

s i

where 1 is the learning parameter. Equation (21) was obtained by
differentiating a-entropy and the cross entropy defined in equation (27).

] 4.2 Common feature detector, generators, and output component

The common feature detector is a very special unit, which is always
turned on. The detector should capture features common to all input
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patterns. Let C; be a common feature generator into the ith output unit,
then an output with only this feature generator is

O¢ = f(C)). (22)

The common feature detector should decrease the difference between
targets and outputs only with common feature generators. The dif-
ference between targets and outputs can be represented by the cross
entropy function [16-18]. Thus, an error function for the common
feature detector is defined by

GC=ZN: 1251 &lo & +C o & (23)
S goc goc

i=1 s=1

where {7 is a target to the actual output from the ith output unit, given
the sth input pattern, {§ = 1 -5, Of = 1 — O¢, and N is the number
of output units. Updating rules are obtained by differentiating a cross
entropy function with respect to common output connections,

G
AC, = —uS—Z=p ) (& - Of) (24)

s=1

where u is the parameter.

1 4.3 Output component and a-feature generators

An output component is used to evaluate the performance of a-feature
detectors and the common feature detector. In formulating the output
component, we should compute a net input from a-feature detectors.
The ith output unit receives

M
=) W, (29)
j=1

where W is an a-feature generator from the jth a-feature detector to

the ith output unit, and M is the number of a-feature detectors. Then,
the 7th output unit produces the final output O5:

= (h). (26)

We use the cross entropy cost function

G = Z Z{{Slog _+Zlog é} (27)

where £ is a target for the ith output unit O3. For updating a-entropy
generators W;;, we must differentiate this cross entropy function with
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respect to a-entropy generators W and obtain the usual update rules:

S
AW,.,=—;75 =n )& - O (28)
s=1

ll

where 7 is the learning parameter.

I 5. Application to character recognition

I 5.1 F-H problem

In this problem, we made six simple input patterns transformed from
the two alphabet characters F and H. As shown in Figure 3, six patterns
are classified into two groups: F and H. The objective of this experi-
ment is to show that our a-feature detector explicitly extracts essential
features and classifies six patterns into two groups. It is also shown
that standard autoencoders always have difficulty in classifying these
six simple patterns.

Input patterns are represented in 8 x 5 bits. Thus, the number of
input units, a-feature detectors, and output units were 40, 10, and
40 respectively. For simplicity, the parameter n for the cross entropy
function between targets and outputs and u for the cross entropy with
the common feature generators were kept to the small value 0.01 for all
experiments. We do this to examine the effect of the parameter 8 more
explicitly. Learning was considered to be finished when absolute errors
between targets and outputs were all below 0.1 for all input patterns or
the number of epochs was larger than 2000. We use the same parameter
values and stopping criteria in the following sections.

The a-entropy controller aims at increasing or decreasing informa-
tion, depending on situations. Thus, we should examine information
for each a-feature detector, when a-entropy is significantly decreased.
Figure 6 shows the values of information for a standard method (a) and
for three different values of the parameter @: (b), (c), and (d). Note
that in the standard method the parameter 8 was set to zero, and the
ordinary bias to output units are used. Information (D 1(0)) for the jth
a-feature detector, given the sth input pattern, is computed by

1 N =S =S
D;(0) = log2 + 3 Z (z/,S logv: + 77 log v,-). (29)
s=1

As shown in Figure 6(a), by using a standard backpropagation (BP)
method (8 = 0), the values of information fluctuate randomly, and it is
very difficult to detect some important a-feature detectors. Then, the
parameter « is set to 0.9 (Figure 6(b)). It can be immediately seen that
one important a-feature detector (fourth a-feature detector), containing
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Figure 5. An a-feature detector, a-feature generators, a common feature detector,
and common feature generators for the F-H problem. The parameter @ is 0.3.
(a) The absolute strength of the generators is greater than one, (b) the absolute
strength of the a-feature detectors is greater than four.

almost maximum information, can be detected. When the parameter «
is decreased from 0.9 to 0.3 (Figure 6(c)), only the fourth a-feature de-
tector is close to maximum information (log2), while all other a-feature
detectors tend to be close to zero information. Finally, when the param-
eter « is further decreased from 0.3 to 0.1, a typical state is obtained
in which all @-feature detectors tend to have small information. In this
case, the a-entropy controller is used only to minimize information.
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Figure 6. The values of information for each hidden unit and each a-feature
detector for the six alphabet characters shown in Figure 5: (a) information for
a standard BP method (8 = 0) and (b) a-entropy with @ = 0.9(8 = 0.2).

By examining a-feature generators from a-feature detectors, it can be
explicitly seen that the a-feature detector with maximum information
performs a principal role in feature detection. The a-feature detector
can detect a feature which classifies six patterns into two groups and
the common feature detector can extract a feature common to all input
patterns explicitly. Figure 5 shows the fourth a-feature detector (de-
tector with maximum information in Figure 6(c)), a-feature generators,
common feature detector, and common feature generators, when « is
0.3 and a-entropy is sufficiently small. When we examine a-feature
generators with absolute values greater than one (Figure 5(a)), it can be
seen that all features except a common feature (the leftmost column), de-
tected by the common feature generators, are represented in the feature
generators. This naturally means that all the information is compressed
into only one a-feature detector. However, when the absolute value is
much larger (from one to four, as shown in Figure 5(b)), it can be clearly
seen that the a-feature generator extracts a row at the top and a column
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Figure 7. Information for 10 hidden units and a-feature detectors for the six
alphabet characters shown in Figure 8: (a) information values by a standard
method (8 = 0), (b) information by a-entropy with @ = 0.9 (8 = 0.27), and (c)
information with @ = 0.3, 8 = 0.04.

on the extreme right as an a-feature, which are essential factors to dis-
criminate between F and H. As already mentioned, the common feature
detector clearly detects the leftmost column as a common feature. In
addition, it can also be seen that parts at the middle are represented in
strongly negative connections, because these parts are not important for
the distinction of the patterns. These results show that the a-feature
detector extracts the main or essential features by which we can classify
siX input patterns into two groups.

I 5.2 Feature detection for six alphabet characters

This method is applied to six alphabet characters as shown in Figure 8.
First, we examine information for each a-feature detector. Figure 7
shows values of information for all hidden units and all @-feature detec-
tors. Figure 7(a) shows information for 10 hidden units by the standard
BP method (8 = 0). Values of information fluctuate randomly, and
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Figure 8. The sixth a-feature detector, a-feature generators, a common feature
detector, and common feature generators when the parameter « is 0.3.

it is extremely difficult to extract some important a-feature detectors.
Figure 7(b) shows information for 10 a-feature detectors when the pa-
rameter @ is 0.9. As shown in the figure, two a-feature detectors tend
to have relatively higher information. Finally, when the parameter « is
decreased from 0.9 to 0.3, only one a-feature detector is close to maxi-
mum information, while all other a-feature detectors tend to have small
information values, as shown in Figure 7(c).

Figure 8 shows the sixth a-feature detector with maximum infor-
mation (@ = 0.3), a-feature generators, a common feature detector, and
common feature generators. As shown in Figure 8, an a-feature detector
detects rows at the top and at the bottom as important features. In ad-
dition, three parts at the corner and a part at the center are also detected
as features. Thus, if the a-feature detector is strongly activated, three
letters C, G, and O are generated by the feature detector. A common
feature detector mainly detects a column on the extreme left as a feature.
In addition, some parts at the middle of feature generators are detected
as common features, because these parts are not used for input patterns.
The feature detection by a neural a-feature detector corresponds to our
intuition of six alphabet characters.

I 5.3 Feature detections for 26 alphabet characters

In this section, 26 alphabet characters shown in Figure 9 are given to
our neural a-feature detector. It is shown that salient features, corre-
sponding to our intuition, can be detected by our a-feature detector.
The number of input units, a-feature detectors, and output units
were 35, 20, and 35 respectively. The a-entropy was decreased as much
as possible. Figure 10 shows information (D,(0)) for 20 hidden units
or a-feature detectors. When a standard method (8 = 0) is used, it
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Figure 9. 26 alphabet characters given to a neural a-feature detector.
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Figure 10. Information for 20 hidden units and a-feature detectors: (a) by a
standard method, (b) by a-entropy with @ = 0.9, 8 = 0.27, and (c) with

a=0.3, 8 =0.04.

is impossible to detect some important a-feature detectors. When the
parameter « is set to 0.9, some characteristics can be seen, but it is still

impossible to detect important a-feature detectors.

Finally, when the

parameter « is decreased from 0.9 to 0.3, only two a-feature detectors

with higher information can be seen.

We should also examine what kind of features a-feature detectors
extract. Figure 11(b) shows the third a-feature detector with a-feature
generators (the highest information detector) and a common feature
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Figure 11. (a) Hidden-output and bias-output connections into a hidden unit with
the highest information; (b) the third a-feature detector, @-feature generators,
common feature detector, and common feature generators. The parameters @
and B were 0.3 and 0.04 respectively.

detector with common feature generators. As clearly shown in the
figure, the a-feature detector extracts two columns at both sides as
fundamental features. A common feature detector extracts parts not
mainly used as features in the 26 alphabet characters. This means that
the common feature detector aims at detecting unnecessary parts in
input patterns. On the other hand, Figure 11(a) shows hidden-output
connections and bias-output connections from the highest information
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Figure 12. (a) Hidden-output and bias-output connections with the highest in-
formation. (b) The fourth a-feature detector, a-feature generators, common
feature detector, and common feature generators. The parameters @ and 8 are
0.3 and 0.04 respectively.

hidden unit by a standard method (8 = 0). The strength of hidden-
output and bias-output connections are rather small, and it is impossible
to detect some features in the connections.

The second highest information detector is the fourth a-feature de-
tector. As shown in Figure 12(b), the a-feature generator shows the
same patterns as those obtained in the previous six-character recogni-
tion problem (Figure 8). In addition, we can see that the third and fourth
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a-feature detectors are complementary to each other. Both a-feature de-
tectors jointly detect the outmost parts in input patterns. On the other
hand, it is also shown that a standard method always has ambiguous
patterns in hidden-output and bias-output connections, as can be seen
in Figure 12(a).

As already shown in Figure 10(c), the third and fourth a-feature
detectors are main a-feature detectors. As information is lower, detected
features become more obscure. However, we can still interpret features
detected by smaller information detectors.

I 6. Application to consonant cluster well-formedness

In this section we demonstrate the performance of the neural a-feature
detector by applying the method to the inference of the well-formedness
of consonant clusters. We think that one of the ultimate objectives for
NN is to describe and explain human intellectual activities. Natural
language is surely one of the most important aspects composed of intel-
lectual activities. Thus, it is important to clarify the process of natural
language understanding by NNs. However, at the present stage of de-
velopment, it is impossible to cope with syntactic and semantic aspects
of natural languages. We focus now upon phonetic or phonological
aspects of natural languages.

The problem is the inference of the well-formedness of consonant
clusters. Human beings can perfectly and very easily infer the well-
formedness of given words or sentences. However, this simple fact
cannot easily be explained by a traditional rules-specification approach.
In addition to linguistic aspects governed by perfect rules, many kinds of
exceptions are easily pointed out, as is the case with many other aspects
of human behavior. Thus, the problem is well suited to NNs, which can
cope with exceptional cases by learning [18]. Though the problem dis-
cussed in this section is simple, this should be considered to be the first
step toward a basic understanding of human natural languages by NNs.

I 6.1 Inference by sonority

It is known that in natural languages consonants or vowels are not ran-
domly connected with each other but combined in regular or systematic
ways to produce actual words or sentences. One of the explanations
for consonant cluster formation is the sonority principle. According to
this principle each consonant has its own sonority value, for an example
see Appendix A.1. As the sonority value of a consonant is higher, the
consonant should be closer to a vowel. For example, the sonority of a
phoneme /p/ is lower than the sonority of /r/. Thus, a consonant cluster
such as /pr/ (present) is well-formed. Figure 13(a) shows that a network
must be trained to produce yes, because a consonant cluster observes the
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sonority principle. In the figure, each consonant is represented in five
bits using a phonological representation from [18]. The actual represen-
tation is shown in Appendix A.2. On the other hand, /rp/ is ill-formed,
because the sonority of /r/ is larger than that of /p/. Figure 13(b) shows
an ill-formed case in which a network must be trained to produce #o
because of the violation of the sonority principle.

There are many exceptions to this sonority principle. We first take
the most familiar case of /sp/ (speak). The sonority of /s/ is lower
than that of /p/. Thus, /sp/ is ill-formed according to the sonority
principle. However, a consonant cluster /sp/ at the beginning of words
is used in the English language. Though many exceptions are known,
we suppose for simplicity that the sonority principle is strictly observed
In our experiments.

In addition to the inference of the well-formedness of consonant
clusters by the sonority principle, networks were trained to exactly
reproduce input patterns. As can be seen in Figure 13, output units
are divided into two parts: the reproduction part and the inference
part. The number of a-feature detectors is 15 in the experiments, which
is very redundant. Thus, it is not difficult for networks to reproduce
input patterns. Our objective is to examine whether networks can
discriminate between the inference and reproduction part, and if they
can extract linguistic rules for the inference part.

] 6.2 Improved generalization performance

We have shown that the neural a-feature detector can clearly extract
important features from input patterns. We think that the explicit ex-
traction of salient features is concerned with improved generalization.
In this section, we examine whether generalization performance can be
improved by a-entropy minimization.

First, we examined whether the a-entropy minimization is correlated
with improved generalization. In experiments, the number of input,
hidden, and output units were 10, 15, and 11 respectively, as shown in
Figure 13. The number of training, validation, and generalization data
is 50. Learning was considered to be finished when the absolute error
between targets and outputs is smaller than 0.1 for all input patterns and
all output units. In addition, generalization performance was evaluated
by using validation and test sets.

Figure 14(a) shows the a-entropy as a function of the parameter .
The parameter a was set to 0.3 as the first approximation because ex-
perimental results in the previous sections confirmed better performance
with @ = 0.3. As can be seen in the figure, a-entropy is naturally de-
creased as the parameter 3 is increased. Figure 14(b) shows validation,
generalization, and training errors as a function of the parameter 8. It
can be seen in the figure that generalization errors are quickly decreased
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Figure 13. Inference of well-formedness of consonant clusters and reproduction
of consonant clusters by NNs. (a) To this network, a well-formed input /pr/
(present) is given. Thus, the network is trained to produce yes. (b) Since /rp/ is
ill-formed, the network must produce no.
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Figure 14. a-entropy, validation, generalization, and training error: (a)a-entropy
as a function of the parameter g; (b) validation, generalization, and training error
as a function of the parameter 8. The parameter « is 0.3.

in direct proportion to the decrease of a-entropy. However, it can also
be observed that generalization and validation errors are inversely in-
creased when the parameter 8 is much larger. This is explained by the
fact that the training error is significantly increased in this case. Thus,
we can say that generalization performance can be improved in direct
proportion to the decrease of @-entropy under the condition that the
training error is sufficiently small.

Then, we compared the generalization performance of the neural
a-feature detector with the performance of other methods. Table 2
shows generalization comparisons. Average values were averages over
10 runs with 10 different initial conditions. The weight elimination
method used was developed in [19] and has a good reputation for
improved generalization. In all methods, including the standard BP
method (8 = 0), validation sets were used to control learning.

As shown in Table 2, generalization errors in the root mean squared
(RMS) error are significantly decreased from 0.090 by a standard BP
method to 0.054 by weight decay, and to 0.047 by weight elimination.
By using the neural a-feature detector, generalization errors are further
decreased. As the parameter « is zero, namely, the simple information
minimization is used, the generalization error is decreased to 0.048,
which is approximately equivalent to the performance of weight elimi-
nation. When the parameter « is further increased to 0.2 or 0.3, the best
performance (0.40) can be obtained. Then, when the parameter is fur-
ther increased, generalization performance is inversely decreased, and
the standard deviation is significantly increased. This means that as the
parameter « is increased, results are dependent upon initial conditions.

In addition to the performance comparison by the RMS, the error
rate was computed for the intuitive interpretation of experimental re-
sults. The error rate denotes the number of incorrectly estimated input
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Generalization Error
RMS Error Rate
Standard Standard
Method Average Deviation Average Deviation
Standard Method 0.090 0.010 0.160 0.068
Weight Decay 0.054 0.004 0.038 0.015
Weight Elimination | 0.047 0.012 0.036 0.035
a-feature Detector
a=0.0 0.048 0.007 0.030 0.025
a=0.1 0.041 0.004 0.016 0.013
a=0.2 0.040 0.003 0.014 0.010
a=0.3 0.040 0.002 0.018 0.006
a=04 0.041 0.002 0.018 0.006
a=0.5 0.043 0.005 0.024 0.013
a=0.6 0.050 0.014 0.040 0.033
a=0.7 0.051 0.016 0.050 0.055

Table 2. Comparison of generalization by different methods. RMS denotes
the root mean squared error. The error rate shows the number of incorrectly
estimated patterns divided by the total number of patterns.

patterns divided by the total number of patterns. For simplicity, outputs
larger than or equal to 0.5 were set to one, and outputs less than 0.5
were set to zero. We now examine the error rates in Table 2. When the
standard BP method is used, the error rate is 0.160, a significantly large
error rate. In other words, only 84% of total input patterns are cor-
rectly estimated. When weight decay and weight elimination are used,
the error rate is decreased to 0.038 and 0.036 respectively. When the
neural a-feature detector is used, the error rate is further decreased to
0.014, the minimum error rate for @ = 0.2. These results confirm that
generalization performance can be significantly increased by using the
neural a-feature detector.

I 6.3 Feature detection and interpretation

In this section, we examine whether the neural a-feature detector can
discriminate between the reproduction part and the inference part, and
that it can extract the main features of consonant cluster formation.

Figure 15(b) shows information (D;(0)) for 15 a-feature detectors.
As can be seen in the figure, just one a-feature detector; that is, the
fifteenth detector, has much larger information. The value of infor-
mation of all other detectors is close to zero. Thus, we only have to
examine this feature detector with sufficiently large information. On the
other hand, the values of information of hidden units by the standard
method are relatively higher than the neural feature detector, as shown
in Figure 15(a).
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Figure 15. Information by the standard method and the neural a-feature detector;
(a) information for 15 hidden units by the standard method (8 = 0), and (b)
information for 15 a-feature detectors. The parameter @ was 0.3.

We have shown that one a-feature detector with large information
can be detected. Figure 16 shows a skeleton network obtained by the
neural a-feature detector. For simplicity, only an input component, a-
entropy controllers, and a feature detector are plotted. In making a
skeleton network as shown in Figure 16(b), only a-entropy controllers
or input-hidden connections greater than 1 (lwyl > 1) are plotted, and
all other controllers are completely eliminated. As can be seen in the
figure, only five a-entropy controllers or input-hidden connections are
extracted in the skeleton network. This reduction in the number of -
entropy controllers or input-hidden connections are surely concerned
with improved generalization. Then, by examining a@-entropy con-
trollers closely, we can see that the inference on consonant cluster for-
mation is based upon the manner and the voicing of consonants, which
is compatible with linguistic analysis [20, 21] and with our intuition.
For further explanation of the inference mechanism, see Appendix A.3.

| 7. Conclusion

A neural a-feature detector as been proposed. The neural a-feature
detector is used to detect main or essential features observed in input
patterns. A neural a-feature detector is basically composed of an in-
put component, a feature detector (@-feature detectors and a common
feature detector), an a-entropy controller, a feature generator (a-feature
generators and common feature generators), and an output component.
The a-entropy controller is used to control @-entropy in a-feature detec-
tors. Controlling a-entropy corresponds to information maximization
and minimization. If an a-feature detector is considered to be an impor-
tant detector, information contained in the detector is maximized. On
the other hand, if an a-feature detector is not considered to be impor-
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Figure 16. Skeletonization by minimizing a-entropy: (a) original network and
(b) a skeleton network obtained by minimizing a-entropy.

tant, the information of the a-feature detector is decreased as much as
possible.

The neural a-feature detector has been applied to four problems: an
artificial F-H problem, recognition of six alphabet characters, recogni-
tion of 26 alphabet characters, and the inference of the well-formedness
of consonant clusters. In all problems, salient features in input pat-
terns have been successfully extracted, which can be interpreted intu-
itively. In addition, in the last experiments on the inference of consonant
cluster formation, results confirmed that generalization performance is
improved in direct proportion to the decrease of @-entropy.

Many attempts to describe and explain human cognitive processes
have been made from the information theoretic point of view. One of
the main problems with these attempts is that information is exclusively
maximized or minimized, depending on the situation. Our neural @-
feature detector is concerned with information maximization and min-
imization. The brain is naturally expected to do different mechanisms
of optimization on different levels. Thus, we can say that our feature
detector is a much better model for representing complex optimization
in human intellectual activities in general.
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Appendix

I A. Well-formedness by sonority principle

1 A.1 Sonority order

As briefly discussed in section 6, we suppose that consonant cluster for-
mation must strictly observe a sonority principle. The sonority principle
states that each consonant has its own sonority value, as shown in Ta-
ble 3 [20, 21]. The principle can be summarized as follows. Suppose
that two consonants C,C, must be placed at the beginning of words.
If the sonority of the precedent consonant C, is smaller than that of
the following consonant C,, then consonant clusters are well-formed
or permitted at the beginning of words. Otherwise, consonant clusters
are not permitted at the beginning of words, that is, ill-formed. For
example, a consonant cluster /pr/ is well-formed, because the sonority
of /p/ (sonority=1) is less than the sonority of /r/ (sonority=7). On the
other hand, a consonant cluster /rp/ is ill-formed, because the sonority
(sonority=1) of /p/ is less than the sonority (sonority=7) of /r/.

1 A.2 Phonological representation

The number of input units was 10 for the experiments of the consonant
formation discussed in section 6. Each consonant was represented in

five bits by using a phonological representation from [18], as shown in
Table 4.

1 A.3 Interpretation of internal representation

The basic mechanism of consonant formation inference is briefly ex-
plained in section 6. We now explain the inference mechanism in greater
detail. Figure 17 shows a skeleton network obtained by minimizing a-
entropy. It can be immediately seen in the figure that when a given

Order | Features Examples
1 Voiceless Stop [p, t, k]
2 Voiced Stop [b, d, g]
3 Voiceless Fricative | [f, 6, s]
4 Voiced Fricative [v, 6, z]
5 Nasal [m, n, 7]
6 Lateral [1]
7 Retroflex [r]
8 Semivowel ly, w]

Table 3. An example of the sonority order of consonants [20]. Our artificial
language is supposed to strictly observe this sonority principle.
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Phonological Features
Sonority Phoneme | Voicing Manner Place
1 Ipl 0 T 1 1 1
1 It/ 0 1 1 1 0
1 /k/ 0 1 1 0 0
2 /bl 1 1 1 1 1
2 /d/ 1 1 1 1 0
2 g/ 1 1 1 0 0
3 /f/ 0 1 0 1 1
3 16/ 0 1 0 1 0
3 Is! 0 1 0 0 1
4 il 1 1 0 1 1
4 16/ 1 1 0 1 0
4 /z/ 1 1 0 0 1
5 /m/ 1 0o 0 1 1
5 n/ 1 0o 0 1 0
5 ! 1 0 0 0 O
6 N 1 0o 1 1 0
7 It/ 1 0o 1 0 1
8 Iyl 1 0o 1 0 0
8 Iwi 1 0 1 1 1

Table 4. A phonological representation used in our experiments. This represen-
tation was made by following the representation in [18].

consonant cluster is well-formed, the a-feature detector must be turned
on, which makes the corresponding output unit on by the strongly posi-
tive a-feature generator or hidden-output connections (9.0). One of the
easiest ways to turn the a-feature detector on is to turn on two man-
ner input units, which are combined with strongly positive a-feature
detectors or input-hidden connections (11.76 and 12.38) to turn the
a-feature detector on. This means that the stop consonants such as
/p,t,k,d,b/ should be placed at the front part of the consonant cluster,
because the manner units are represented in 11 for these consonants.
These stop consonants have lower sonority values, as shown in Table 3.
Thus, the inference by the neural a-feature detector is compatible with
our intuition.

Then, let us examine the second part of the input unit. It can be seen
in the figure that one of the manner inputs of the second consonant C, is
strongly negative (—11.87). If this input is on, the a-feature detector has
the possibility of being turned off by the bias (—13.76). As can be seen
in Tables 3 and 4, the manner of the fricative and nasal consonants such
as /£,0,s,v,0,z,w,n,nj/ are represented in 10 or 00. Thus, these consonants
cannot use the strongly negative a-controller (—13.76), and the a-feature
detector has a high possibility of being turned on. This means that the
fricative and nasal consonants tend to be the second consonant C,. As
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Figure 17. A skeleton network obtained by minimizing ¢-entropy: (a) the well-
formed cluster /pr/, and (b) the ill-formed cluster /rp/.

the sonority values of these consonants are higher than the sonority of
the stop consonants, this inference corresponds to our intuition.

The manner of the lateral, retroflex, and semivowel consonants such
as /L,r,y,w/ is represented in 01, meaning that by the strongly nega-
tive a-controller (—13.76) the a-feature detector tends to be turned off.
However, these consonants have the highest sonority, meaning that these
should be the second consonant. At this moment the voicing input unit
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is used. By the positive a-entropy controller (1.86) from the voicing
input unit, the a-feature detector tends to be turned on in spite of the
strongly negative a-entropy controller (-11.87).

We now describe an example of the use of the voicing input unit.
Figure 17(a) shows an internal state of the skeleton network for a well-
formed consonant cluster /pr/. The first consonant is a stop consonant,
whose manner input units are on (11.76 + 12.38 = 24.14). However,
by the strongly negative a-entropy controller with the bias (-13.76 —
11.87 = —25.63) the a-feature detector tends to be turned off (-25.63 +
2414 = -1.49). This is contrary to the sonority principle, because
the consonant cluster /pr/ is well-formed. However, since the second
consonant /r/ is a voiced consonant, by the a-entropy controller (1.86)
from the voicing input unit the net input to the a-feature detector is
positive (1.86 — 1.49 = 0.37), making the a-feature detector not fully
turned on but slightly activated. Because of the strongly positive a-
feature generator (9.0) the output is finally on.

Figure 17(b) shows an ill-formed case. This case is easy to understand
and is one of the typical ill-formed cases. The first consonant /r/ cannot
turn on two manner input units, meaning that the a-feature detector
cannot be turned on because of the strongly negative bias (—13.76).
In addition, the second consonant /p/ generates the strongly negative
a-entropy controller (—11.87), making the a-entropy controller off.
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