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The  relation  between  individuality  and  aggregation  is  an  important
topic  in  complex  systems  sciences,  both  aspects  being  facets  of  emer-
gence. This topic has frequently been addressed by adopting a classical,
individual versus population level perspective. Here, however, the fron-
tiers that emerge in segregated communities are the focus; segregation is
synonymous with the existence of frontiers that delineate and interface
aggregates. A generic agent-based model is defined, with which we sim-
ulate  communities  located  on  grid  and  scale-free  networked  environ-
ments.  Emerging  frontiers  are  analyzed  in  terms  of  their  relative  occu-
pancy, porosity, and permeability. Results emphasize that the frontier is
highly  sensitive  to  the  topology  of  the  environment,  not  only  to  the
agent tolerance. These relations are clarified while addressing the topics
of frontier robustness and the trade-off between its capacity to separate
and allow exchange. 

1. Introduction

The  general  context  of  this  paper  is  formulated  by  Thomas
C.!Schelling himself [1]: “The […] subject that occupied me in the sev-
enties  was  the  ways  that  individual  behavioral  choices  could  aggre-
gate into social phenomena that were unintended or unexpected. One
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part  of  this  work  involved  modeling  spatial  ‘segregation,’  the  ways
that  people  who  differ  conspicuously  in  binary  groups  […]  get  sepa-
rated  spatially,  in  residence,  in  dining  halls,  at  public  events.”  In
Schelling’s  segregationist  model,  there  are  two  types  of  individuals
and a tolerance level that denotes the threshold under which an agent
is satisfied according to the type of its neighbors. Spatial dynamics in-
duced  by  the  moves  of  unsatisfied  agents  may  lead  to  the  emergence
of spatial segregationist aggregates.  

Individuality and aggregation constitute an important topic in com-
plex  systems  research,  as  they  represent  facets  of  emergence,  a  core
concept  deemed  a  “central  and  constructive  player  in  our  under-
standing of the natural world” [2]. In order to recognize the unity of
an aggregation of individuals, the interior of the aggregation must be
distinguishable from the exterior.  This is  what defines the concept of
frontier: when several aggregates are formed, the frontier is the set of
all  locations  that  allow  contact  between  the  members  of  opposite
types. 

The primary function of a frontier is to separate; for example, a de-
fense  system  is  aimed  at  keeping  enemies  away.  Absolute  separation
is, however, an ideal; in reality, this is complemented by exchange, for
example,  information  flow.  More  often,  an  alternation  of  phases  of
opening  and  closure  can  be  observed:  porosity  varies  over  time  de-
pending on the relations between the entities. Frontiers can thus be de-
scribed in terms of their varying separation-exchange trade-off; in ad-
dition,  they  can  be  classified  according  to  the  topology  that  is  being
considered.  The  classical  scenario  sees  frontiers  as  geographical
boundaries  between  two  contiguous  territorial  systems  (e.g.,  river,
mountain  range),  but  they  can  also  describe  the  separation  that
emerges  from  social  relations  expressed  in  a  network  (e.g.,  cultural
frontier, linguistic boundary). In the first case, the frontier appears as
lines or fronts, while in the second case, the representation as a line is
inadequate and we have to find novel modes of representation. 

While Schelling’s model deals with segregation only, this paper fo-
cuses  on  the  concept  of  frontier  and  its  associated  trade-off  between
separation  and  exchange.  Efforts  are  directed  toward  observing  and
analyzing the types of frontiers that emerge from varying factors such
as  tolerance  and  topology  of  the  neighborhood  network.  We  intro-
duce a novel, three-fold way of analyzing the frontier, based on what
we define  as  its  occupancy,  porosity,  and permeability.  This  paper  is
of  high generality,  contributing directly  to  complex systems research.
We  consider  however  that,  given  a  domain-based  description  of
agents  and  their  relations,  this  paper  can  be  of  relevance  to  sociolo-
gists, ethologists, ecologists, and others. 

The  paper  is  structured  as  follows.  In  Section  2,  we  propose  a
generic  model  of  spatial  segregation  that  will  serve  as  a  framework
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for our studies. Section 3 defines the frontier concept. In Section 4, we
perform simulations on a grid network. Section 5 is devoted to scale-
free networks (SFNs).  Finally,  we offer our conclusions and hints for
future research in Section 6. 

2. Models of Segregation

Schelling’s  checkerboard model  of  residential  segregation has become
one  of  the  most  cited  and  studied  models  in  many  domains  such  as
economics and sociology, for example, [3–7]. It is also one of the pre-
decessors of agent-based computer models [8]. In this section, we first
define  a  generic  model  of  segregation (GMS);  then we show that  the
standard Schelling model can be seen as an instance of the GMS. 

Schelling’s initial work details both a spatial and a frequency distri-
bution  model  of  segregation  [9].  Starting  from  Schelling’s  initial  in-
sight that an individual’s satisfaction depends on its tolerance and on
the size (and social composition) of its neighborhood, a large number
of subsequent studies have addressed topics concerning the spatial rep-
resentation. 

Moving  beyond quantitative  aspects  such  as  the  size  of  the  neigh-
borhood,  the  very  type  of  the  spatial  structure  has  been  analyzed.
Fagiolo  et  al.  [10],  for  example,  study  the  underlying  network  in
Schelling’s  segregation  model.  They  examine  models  of  agents  inter-
acting  locally  in  a  range  of  more  general  social  network  structures:
regular  lattice,  random  graph,  and  small-world  and  SFNs.  Having  a
rather quantitative focus, their main result is that “the levels of segre-
gation attained are in line with those reached in the lattice-based spa-
tial  proximity  model.”  This  contribution  suggests  that  the  spatial
proximity model’s explanation of segregation lies in the dynamic part
of the model rather than the very rigid topological constraints used in
the original model. In this paper, we take a rather qualitative point of
view on the  emergent  structures;  for  instance,  we  look at  the  role  of
the hubs in a SFN according to the tolerance level. All this leads us to
conclude that the proximity network has great influence on the fron-
tier that emerges between opposite agents. 

2.1 A Generic Model of Segregation   
The  generic  model  we  define  must  be  seen  as  a  framework  to  show
that  a  wide  variety  of  frontiers  can  emerge  despite  the  fact  that  they
come from the same mold and share some common features. 

2.1.1 Proximity Network  

In the GMS we consider a set of agents in a world composed of loca-
tions.  The  proximity  network  defines  the  interconnectivity  of  loca-
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tions. Two locations are neighbors if they are connected by an edge in
the  network;  proximity  equates  to  adjacency.  The  perception  of  an
agent  spans  (only)  the  locations  adjacent  to  it,  constituting  its  local
neighborhood.  

Let V be the set of vacant locations and A the set of agent-occupied
locations  (or  agent  nodes).  Let  us  note  that  there  is  one  agent  per

occupied location.  Agent density is  the ratio d ! ÒA

ÒA+ÒV
,  where ÒV

represents  the  number  of  vacant  locations  and  ÒA  the  number  of
agent-occupied locations (one per location). We define the undirected
proximity network N as the ordered pair

(1)N ! HA ‹ V, EL,
where  A ‹ V  is  the  set  of  all  the  location  nodes  and  E  is  the  set  of
edges between neighboring nodes. In a network, the degree of a node
is the number of edges that connect it to other nodes; in the GMS, we
call it the proximity degree (pd) of a node. According to their pd, net-
works can be homogeneous, for example, grid networks with periodic
boundary conditions where pd ! 8,  or  inhomogeneous network with

specific  pdHlL  to each location.  (A grid network with periodic bound-
ary conditions wraps horizontally and vertically.)

2.1.2 Agent Network  

Overlying the proximity network is the agent network. Its nodes rep-
resent the agents within the world, whereas the connectivity builds on
the  layout  of  the  proximity  network.  A  simplifying  assumption  we
make is that the agent network does not have explicit edges, but uses
the  proximity  network ones.  This  way,  two agents  are  in  direct  con-
tact  if  they  are  located  on  adjacent  locations;  a  proximity  network
edge can be seen as a shared communication channel.

We  call  agent  degree  (adiHtL)  the  number  of  connections  an  agent
node ai has to neighboring agent nodes at time t; it is a measure of the
influence  of  the  agent  in  the  network.  The  proximity  degree  of  the
node is the maximum number of agents to which it can potentially be
connected, that is, " ai œ A, HadLi § pdHliL, where li represents the loca-
tion in which agent ai resides. 

Apart from their location, agents are described by a type attribute,
which remains constant. For convenience, we consider the type as the
agent’s color, which can be either blue or green. Let B (resp. G) be the
set of agents in the blue type (resp. green type). 

The  satisfaction  of  an  agent  depends  on  its  own  type  and  on  the
type of its neighbors. For an agent ai  at time t, oiHtL (resp. siHtL) repre-
sents  the  number  of  neighbors  with  the  opposite  type  (resp.  same
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type). The value OiHtL (equation (2)) measures the ratio of the number
of neighbors of opposite type to the agent degree. 

(2)OiHtL !
oi HtL
adiHtL if adiHtL ! 0

0 otherwise.

We assume that  the  tolerance t  is  a  constant  number in  the  range@0.. 1D; t denotes the threshold under which an agent ai  is satisfied ac-
cording to the value Oi. More precisely, we define the Boolean indica-
tor satisfied as, for each agent ai at time t: 

(3)satisfiediHtL ! HOiHtL § tL.
For  instance,  a  tolerance  t  of  0.5  means  that  each  agent  accepts  at
most half of its neighbors to be different from itself.  

2.1.3 Micromotive versus Macrobehavior  

Agent  behavior  is  oriented  on  achieving  and  maintaining  satisfaction
(equation (3)):  an  unsatisfied  agent  is  motivated to  move toward an-
other  location,  whereas  a  satisfied  one  has  no  incentive  to  move.  To
find a new place, an unsatisfied agent uses a simple rule (what we call
the  eulogy  to  fleeing  (EF)  rule):  a  location  is  randomly  chosen  from
the world and the agent moves into it if and only if the location is va-
cant [11].  This  rule is  in the spirit  of  the complex systems paradigm,
because agents do not need access to global (complete) information in
order to make decisions. Consequently, they may move at random to-
ward new locations by allowing utility-increasing or utility-decreasing
moves.  As  the  moves  do not  equate  to  immediate  benefits,  it  is  chal-
lenging  to  predict  the  overall  emerging  effect.  Over  time,  movements
generate new satisfied or unsatisfied agents through a chain reaction,
until an equilibrium may be reached. Equilibrium denotes here a situa-
tion where the system (of agents) does not evolve anymore. At a time
t, if all the agents are satisfied, the EF rule has no effect and then such
a configuration is  a  fixed point.  In  this  paper,  we do not  discuss  the
conditions  that  guarantee  that  the  system  converges  toward  equilib-
rium;  we  select  system  conditions  in  which  equilibrium  is  reached.
The  EF  rule  has  already  been  used  within  Schelling’s  model,  leading
the system toward equilibrium; furthermore, results confirm the para-
doxical  micro-to-macro  link  where  a  high  level  of  tolerance  can
nonetheless induce a significant level of segregation [11].  

2.1.4 An Aggregate Index to Measure Segregation  

To have some insight into the aggregation level, it is necessary to mea-
sure the global state of aggregation of the world. We reformulate mea-

        
            

Emergence of Frontiers in Networked Schelling Segregationist Models 39

Complex Systems, 22 © 2013 Complex Systems Publications, Inc. 
https://doi.org/10.25088/ComplexSystems.22.1.35



 g    gg g
sures  proposed  by  Schelling  [12],  Carrington  [13],  and  Goffette-
Nagot [14]. First, we define a global measure of similarity as:  

(4)sHtL !
1

ÒA
‚

i

ÒA H1 - OiHtLL.
We then define the aggregate index by:  

(5)aggregateIndex !

s - srand

1 - srand

if s ¥ srand

s - srand

srand

else

where  srand  is  the  expected  value  of  the  measure  s  implied  by  a  ran-
dom allocation of the agents in the world. A zero aggregate index cor-
responds to a random positioning of the agents. The maximum value
of  1  corresponds  to  a  configuration  with  two  homogeneous  patterns
(complete  segregation into  two same-color  groups),  whereas  negative
values  point  toward  highly  mixed  populations.  (The  aggregate  index
metric  is  closely  related  to  the  dissimilarity  index  used  in  the  demo-
graphic literature [15].)

2.2 Schelling’s Model of Segregation    
Schelling’s  model  can  be  viewed  as  a  particular  case  for  the  GMS,
where the proximity network is a two-dimensional grid and the neigh-
borhood of an agent is composed of the eight nearest cells surround-
ing it (pd ! 8). For instance, if t ! 0.37, agents are rather intolerant;
if  moreover  an  agent  has  exactly  eight  neighbors,  it  cannot  suffer
more  than two opposite  neighbors.  Similarly,  for  the  value  t ! 0.63,
all the individuals are rather tolerant and if moreover an agent has ex-
actly  eight  neighbors,  it  can suffer  at  most  five  opposite  agents  in  its
vicinity.  

Because  of  the  grid  layout  with  constant  pd ! 8,  OiHtL  can  take
only  21  values;  these  represent  a  nonuniform  sample  for  the  range@0.. 1D,  where  values  around  0.5  are  the  least  represented.  Any  other
value for the tolerance in the range @0.. 1D can be used, but it is equiva-
lent to the closest inferior meaningful value. 

3. Frontier

A frontier is a generic concept that has different instantiations depend-
ing on the context in which it is considered. A common class of fron-
tiers  is  found  in  the  geographical  domain,  where  they  appear  as
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fronts, while for social frontiers the representation as a “line” is reduc-
tionist  and we have to think about new shapes.  The interest  we take
in the concept of frontier lies on two aspects: from a static standpoint,
a frontier enables the separation of incompatibilities; however, as it al-
lows at the same time some form of communication between them, a
dynamic perspective is also relevant. We consider a frontier as a struc-
ture which both determines the “borderland” between two aggregates
of opposite types and allows communication between them.  

The emergence of frontiers in Schelling systems has been studied in
[16]:  the  authors  have  introduced  a  variant  of  the  model  in  which
agents are allowed to leave or enter the “city.” Within this open sys-
tem, both types of agents coexist in the city, but the dynamics lead to
a  segregation  into  clusters  with  a  variety  of  frontiers  between  them.
The  authors  classify  these  interfaces  according  to  two  features:  their
type  (two  opposite  agents  may  be  in  contact  or  separated  by  vacan-
cies), and their shape, which can be rugged or smooth. Their most im-
portant  conclusion  is  that  vacancies  have  a  functional  role,  allowing
weakly tolerant agents to be satisfied. As the authors say: “This is not
the case in Schelling’s original model where the vacant places are only
‘conveyor of moves’.” 

Our  study  differs  from  this  effort  through  the  following  aspects:
(i) as in Schelling’s original model, we consider a closed system with a
fixed number of agents moving on a network; (ii) we look at frontiers
on both a grid and a SFN; and (iii) we do not take a physicist’s point
of view, that is, the existence of a correspondence between Schelling’s
segregation model and spin-1 models. 

3.1 Definition  
A frontier  is  composed  of  the  locations  (nodes  in  the  proximity  net-
work) where contact occurs between two agents of opposite types.  

We  consider  contacts  as  being  of  two  types:  direct  or  indirect.  In
the GMS, a direct contact refers to agents being directly linked in the
agent network (through one edge), whereas an indirect contact is me-
diated  through  a  vacant  location.  In  the  real  world,  a  direct  contact
can be exemplified through the contact of a healthy person with a per-
son  having  a  communicable  disease,  whereas  an  indirect  contact  is
achieved through some intervening medium, for example, air. 

Let D (resp. I) be the set of direct (resp. indirect) contacts: 

D ! 9Iai, ajM œ BäG aj œ N HaiL=
I ! 9Iai, aj, vM œ HBäGäVL v œ N HaiL › N IajM=

where N HakL is the neighborhood of the agent ak. (Note that a pair of
agents may be invoked both in D  and I.  A pair of agents may be in-

             
             

Emergence of Frontiers in Networked Schelling Segregationist Models 41

Complex Systems, 22 © 2013 Complex Systems Publications, Inc. 
https://doi.org/10.25088/ComplexSystems.22.1.35



g  y         p   g  y
voked many times in I.) Then we define the frontier F of the network
N as a subnetwork of N composed of all nodes that are in contact:

(6)F ! HAF ‹ VF, EFL
where AF  is the subset of agent nodes that are at least one coordinate
of an element of D or I, VF  is the subset of vacant locations that are
at least one coordinate of an element of I, and EF is the set of links be-
tween neighboring nodes of F.  

3.2 Characteristics of a Frontier  
To enable  consistent  comparisons  of  frontiers,  we must  take  into  ac-
count  their  importance  relative  to  the  entire  world,  their  openness,
and their ability to pass a signal from one side to the other. Thus, we
define what we mean by a frontier’s occupancy, porosity, and perme-
ability.  These  three  criteria  are  chosen  to  address  the  ambivalence
between separation and exchange as the main characteristic of a fron-
tier.  

Occupancy. We define the occupancy of a frontier F as the ratio be-
tween the number of locations forming the frontier and the total num-
ber of locations in the world:

(7)oHFL !
Ò HAF ‹ VFL
ÒA +ÒV

.

For  instance,  if  each  agent  is  placed  on  a  checkerboard  according  to
its  type,  all  the  agents  are  on  the  frontier  and  so  the  occupancy  is
equal  to  1.  (On  a  checkerboard,  a  green  agent  is  on  a  black  square
and a blue agent is on a white square, so there are no vacant places.)
The  occupancy  is  related  to  the  size  of  the  frontier  and  measures  to
some extent the cost to build, to operate, or to maintain a frontier in
order  to  separate  communities,  for  example,  building a  wall  to  sepa-
rate  two  countries  or  operating  and  maintaining  paths  linking  the
countries.  

Porosity. In material physics, porosity is a measure of how much of
a rock is  open space in between spores or within cavities of the rock
[17]: it is defined as the ratio of the occupancy of voids in a material
to the occupancy of the whole. By analogy, we consider the elements
of D as representing the voids in a material (a lack of communication
impediments). We then define the porosity of a frontier as the propor-
tion of direct contacts: 

(8)pHFL !
ÒD

ÒD +Ò I
.

Permeability.  In  material  physics,  permeability  is  the  ability  of
porous material to allow the passage of a fluid. By analogy we define
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the  permeability  of  a  frontier  as  a  measure  of  ease  with  which  a
“signal”  can  cross  the  frontier.  Consequently,  permeability  measures
the  availability  of  communication  paths  from  one  community  of
agents  toward  the  opposite  community.  As  this  is  related  to  a  dy-
namic  property,  we  cannot  provide  a  formula  for  permeability.  To
measure  this  capacity  of  the  frontier  we  conduct  a  percolation  test
that provides a number in @0.. 1D. 

3.3 Simulation Framework  
Experiments  are  performed  via  the  NetLogo  multi-agent  pro-
grammable  modeling  environment  [18].  The  pseudocode  for  simulat-
ing  the  GMS is  defined in  Algorithm 1;  by  instantiating  the  network
N  with  a  grid  or  a  SFN,  we  obtain  two different  simulators  that  we
experiment with.  

Algorithm 1. Simulation of the GMS.
1. t ! 0, density ! d, tolerance ! t 

2. create a network N and position at random the agents on it 
3. for each agent ai do

4. initialize its satisfaction satisfiediH0L
5. end for

6. while not (all the agents are satisfied) do

7. for each agent ai do

8. if not (ai satisfied) then 

9. choose a node location at random on N
10. if the location is vacant then

11. ai moves to this location

12. end if

13. end if

14. end for

15. t ! t + 1
16. for each agent ai do

17. if required then

18. update satisfiedi HtL
19. end if

20. end for

21. end while

Ensure: all the agents are satisfied

To measure permeability, we assume that (i) all the agents are satis-
fied, and (ii) an agent has two possible states: informed and suscepti-
ble.  (We  use  the  term  susceptible  in  reference  to  the  SI  epidemic
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model  [19],  meaning “susceptible  to  become infected”—a susceptible
agent  is  not  infected,  but  has  the  potential  of  being  so.)  Only  an  in-
formed agent  can  transmit  the  signal,  whatever  its  nature,  for  exam-
ple, a virus, a rumor, or an opinion. This happens as soon as it comes
into  direct  contact  with  a  susceptible  agent,  and  transmission  occurs
irrespective of the type (color) of the agents. On the other hand, a va-
cant place constitutes an impervious barrier. To measure the capacity
for one signal to cross the frontier between the two communities, we
run  a  percolation  test  (Algorithm  2).  First,  we  assume  that  all  the
agents are susceptible with the exception of a single blue agent who is
informed.  Then,  during  several  iterations,  the  signal  is  locally  propa-
gated. The number T  of iterations used in the algorithm must be large
enough so that the signal can reach any nodes connected to the source
by at least one path through direct contacts. At the end of the run, we
compute  the  proportion  of  informed  agents  among  green  agents.  As
this  proportion  can  be  greatly  influenced  by  the  initial  choice  of  the
blue source, we repeat the test 3000 times with, for each run, a differ-
ent random seed.  Finally,  the permeability of the frontier is  the aver-
age of the proportion of informed green agents calculated over all the
tests. 

Algorithm 2. Percolation test.
Require: all the agents are susceptible

1. inform a single blue agent

2. for i = 1 to T do 
3. for each informed agent ai do

4. ai spreads its own information to all its direct neighbors

5. end for 

6. end for 

7. return the proportion of informed agents among green agents 

In  the  following  we  conduct  experiments  to  establish  correlation
between the frontier, the topology of the network, and the level of tol-
erance. 

4. Frontier on a Grid Network    

4.1 Generic Model of Segregation and Grid Network  
The  world  is  a  grid  with  periodic  boundary  conditions;  as  a  conse-
quence,  the  degree  distribution  in  the  proximity  network  is  uniform,
that is, pd ! 8. Simulations are performed on an LäL lattice of loca-
tions, with L  set to 100. The agent set is positioned in a random ini-
tial configuration, such that the vacant locations and the two types of
agents are well mixed and the aggregate index is close to 0.  
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The frontier will be represented graphically by drawing on the grid
all the contacts between the two communities. A direct contact is rep-
resented by its couple of opposites agents. For ease of reading, an indi-
rect contact is represented by its vacant location only. An agent node
in  AF  with  type  blue  (resp.  green)  is  a  circle  colored  in  blue  (resp.
green) whereas a vacant node in VF is a black square. 

4.2 Experiments  
4.2.1 From Low to High Tolerance  

We  conduct  several  simulations  to  show  that  dynamics  lead  to  the
emergence  of  different  types  of  frontiers.  The  main  parameter  that
controls  the  model  is  the  tolerance  (t)  of  the  agents.  To  ensure  that
the  size  of  the  largest  frontier  component  is  large  enough  to  obtain
convergence  toward  a  state  of  complete  satisfaction,  we  fix  the  den-
sity of agents to 90%. Figure 1 shows different kinds of frontiers for
three levels of tolerance: 0.25, 0.50, and 0.80.  

First  we  choose  the  smallest  tolerance  value  (t ! 0.25),  which
leads  the  system  to  converge  toward  equilibrium.  Figures  1(a)  and
1(b) represent the frontier at convergence for a representative run: we
see  that  the  dynamics  lead  to  the  emergence  of  spatial  homogeneous
patterns.  The frontier  is  essentially  built  with vacant  locations  (black
squares), so there are many indirect contacts and few direct contacts.
Therefore  homogeneous  patterns  are  isolated  by  a  no  man’s  land  of
vacant  nodes.  Vacancies  are  used  to  allow  the  agents  first  to  move,
and eventually to isolate aggregates by neutral zones. The frontier can
be viewed as some Great Wall of China. 

As tolerance increases  (Figures  1(c)  and 1(d)),  we observe that  the
no  man’s  land  shape  becomes  more  and  more  complex:  as  in  a  real
landscape  when  roughness  dictates  many  meanders  to  the  edge  of  a
lake,  the  complexity  of  contours  increases.  Finally  the  frontier  looks
like a Peano line  [20],  that  is,  a  space-filling curve whose range con-
tains  the  two-dimensional  square  (Figures  1(e)  and  1(f)).  Qualita-
tively,  we observe  that  both  the  occupancy and the  porosity  increase
with tolerance. 

4.2.2 Quantitative Results  

We  conduct  more  simulations  to  get  quantitative  results.  All  the  re-
sults  are  averaged  over  100  independent  runs;  they  are  presented  in
Figure 2 and summarized in Table 1. We observe that (i) the frontier
gains in occupancy from 0.11 to 0.93 and the increase is quasi-linear
(as  soon  as  the  tolerance  is  over  0.37);  (ii)  porosity  increases  from
0.20 to reach a high plateau (0.92) as soon as the tolerance is  above
0.5; and (iii) permeability is always close to 1. (Note that the number
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HaL tolerance = 0.25 HbL Close-up from HaL

HcL tolerance = 0.50 HdL Close-up from HcL

HeL tolerance = 0.80 HfL Close-up from HeL
Figure 1. From no man’s land (top) to Peano-like lines (bottom). Frontier on a
grid network with periodic boundary conditions (d ! 90%).  
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Figure 2. Occupancy, porosity, and permeability versus tolerance. Frontier on
a grid network (d ! 90%).  

Frontier Grid

t!0.25 â0.8
Scale-Free

t!0 â0.8

Occupancy 0.11 â0.93 0.447 ä0.17

Porosity 0.20 â0.92
º0 â0.87

Permeability º 1 º0 â0.89

HFigure 2L HFigure 6L
Table 1. Synthesis of results with increasing tolerance HtL.   
of  iterations  used  in  the  percolation  test  [Algorithm  2]  remains  low
compared  to  the  size  of  the  world.  We  use  T ! 200  for  a  100ä100
lattice.)  So,  whatever  tolerance,  a  single  blue  signal  may  be  propa-
gated via the direct  contacts  to all  the green agents.  Especially  in the
case of low tolerance,  although the porosity is  low, there are enough
direct  contacts  to  allow  propagation  (Figure  1(b)).  Finally,  all  this
shows  (i)  there  are  no  correlations  between  the  permeability  and  the
other characteristics of a frontier, and (ii) for intolerant agents, the oc-
cupancy and the porosity are correlated. 

5. Frontier on a Scale-Free Network    

In  Section  4  we  made  the  assumption  that  the  proximity  network  is
defined in such a way that every node has the same number of neigh-
bors.  This  disregards many results  showing that  the majority of  real-
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world  networks  do  not  share  this  feature.  For  instance,  scale-free
or fractal urban networks share more similarities with real cities than
grid  networks  [21];  likewise,  some  social  networks  are  also  scale-
free [22]. 

5.1 Generic Model of Segregation and Scale-Free Proximity 
Network  

In  this  section,  the  proximity  network  is  a  SFN [23,  24],  a  structure
that is ubiquitous both across natural systems (e.g.,  brain, cell,  social
network, and ecosystem) and engineered ones, for example, the inter-
net.  In a SFN, the degree distribution PHkL  follows a power law;  that
is,  the fraction PHkL  of  nodes in the network having k  connections to
other nodes goes for large values of k as

(9)PHkL º k-g

where g is a parameter whose value is typically in the range @2.. 3D. As
a  consequence,  there  are  some  hubs  that  are  highly  connected  and
many nodes that are slightly connected. Another important character-
istic is that a SFN can be generated by a random process called prefer-
ential attachment (PA) [23]; this process simply explains the idea that
the rich get richer: in other words, nodes gain new connections in pro-
portion to how many they already have. 

A  node  is  either  vacant  or  contains  an  agent  (with  blue  or  green
type). The satisfaction of an agent depends to a large extent on its de-
gree. For example, a leaf node will change its point of view as soon as
its  neighbor  moves  away,  whereas  an  agent  localized  on  a  hub  will
probably be insensible to the departure of one of its numerous neigh-
bors.  Thus some nodes tend to be breakable,  while others tend to be
robust. 

Previous work on “network effects in Schelling’s model of segrega-
tion” [21] provides new evidence from agent-based simulations; their
aim  is  to  obtain  neighboring  graphs  more  or  less  marked  by  the
existence  of  cliques,  with  the  authors  assuming  that  the  number  of
neighbors is fixed both for grid and SFNs. To achieve this, each node
is  connected  to  its  n  closest  nodes.  Consequently,  our  paper  differs
deeply from this approach as the proximity degree of a node remains
free and depends on the PA rule only. 

5.1.1 Beyond the Aggregate Index Measurement  

To accurately measure segregation in a SFN, in addition to the aggre-
gate  index,  we  propose  measuring  the  ability  of  a  hub  to  aggregate
agents of the same type. First,  for each hub h  we define a local mea-
sure  of  segregation  seghHtL  as  the  maximum proportion  of  edge  con-
nections to agents of the same type it has: a high value, close to one,

             
           

            

48 P. Collard, S. Mesmoudi, T. Ghetiu, and F. Polack

Complex Systems, 22 © 2013 Complex Systems Publications, Inc. 
https://doi.org/10.25088/ComplexSystems.22.1.35



           
           

              
          

  g     yp     g     
means  the  hub  is  the  center  of  a  cluster  where  agent  nodes  share  a
common  type.  Then,  in  order  to  get  a  global  measure,  we  compute
the mean of this local measure over the set H of hubs 

(10)segHubHtL !
1

ÒH
‚
h

s

seghHtL.
Initially, segHubH0L is close to 0.5.  

5.1.2 Experiments  

Each simulation is  based on a network built  by PA: nodes are added
one  after  another  in  such  a  way that  the  degree  distributions  for  the
two  types  of  agents,  blue  or  green,  are  comparable.  Then,  for  each
agent,  we  compute  its  initial  satisfaction  according  to  the  tolerance
and its neighborhood. 

In the following, we conduct experiments using the GMS based on
SFNs.  Qualitative  results  are  shown on  the  network  itself:  a  circle  is
an agent  node and a  black square  is  a  vacant  node.  A full  circle  is  a
satisfied blue agent while a hollow circle is a satisfied green agent. For
ease  of  reading,  the  size  of  a  node  is  proportional  to  its  degree  (Fig-
ure!3). The frontier is a subnetwork (equation (6)); it is represented as
such by drawing all the contacts between the two communities. 

To obtain a readable representation we must be willing to accept a
relatively small size, thus we use SFNs composed by 1000 nodes. The
exponent g is close to 2.3 (see equation (9)). To give an order of mag-
nitude  on  the  degree  distribution,  we  indicate  that  initially  80%  of
nodes  have  a  degree  less  than  or  equal  to  3.  We  get  a  distribution
with a long tail that extends up to high levels until it reaches a degree
of  around  30  for  the  more  connected  nodes.  A  node  is  considered  a
hub as soon as its degree is over some threshold; in order to consider
only  “true”  hubs,  we  fix  this  threshold  to  10,  so  approximately  1%
of the nodes are seen as hubs. We compute the mean, over each type
of  node,  for  the  degree;  in  all  cases—blue  agents,  green  agents,  and
vacant  locations—this  indicator  is  beyond 2.  Because  the  PA process
is  stochastic,  quantitative  results  are  averaged  over  100  indepen-
dent!runs. 

5.2 From Zero to High Tolerance  
To  get  preliminary  results  about  the  emergence  of  macrobehaviors
within a SFN, we consider three cases: zero tolerance, intolerant, and
tolerant agents.  In all  cases we look at the frontier only when all  the
agents are satisfied (equilibrium state). To obtain convergence toward
a state of complete satisfaction, it is necessary to have at least 15% of
free  places;  that  is  why  we  chose  a  value  of  80%  for  the  density  of
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agents. Remember that on a grid convergence occurs even if density is
90%. To better compare the different dynamics, we use the same ini-
tial representative network for all the qualitative results.  

5.2.1 Zero Tolerance  

In  this  extreme  case  (t ! 0),  an  agent  will  not  tolerate  any  neighbor
of  the  opposite  type.  Therefore,  initially  most  agents  are  unsatisfied.
Remember  that  on  a  grid  a  tolerance  of  at  least  0.25  is  required  for
convergence.  Conversely,  even  in  this  extreme  case,  a  SFN is  able  to
reorganize  itself  in  order  to  converge  toward  a  state  where  all  the
agents are satisfied. This is possibly made by a spatial rearrangement
where the vacant nodes occupy the vast majority of highly connected
nodes.  The  analysis  of  the  evolution  of  the  mean  degree  confirms
these observations: from a value close to 2, it increases to 4.3 for the
vacant nodes and decreases to 1.5 for the sets of agents of each type. 

The  aggregate  index,  close  to  0  for  the  initial  random  configura-
tion,  reaches  at  the  end of  the  run its  maximum value  of  1.  This  re-
veals a situation of extreme segregation where there is no contact be-
tween opposite agents. At convergence, a vacant hub can isolate all its
neighbors,  and  so  it  makes  the  presence  of  antagonist  agents  consis-
tent  among  its  direct  neighbors.  A  value  of  around  0.49  for  segHub
shows that there is no agent type drift. 

Figure  3(a)  represents  the  network  at  the  end  of  a  representative
run  when  all  the  agents  are  satisfied  (t ! 361).  We  observe  that  va-
cant places have become the backbone of the network as the vast ma-
jority of hubs are vacant nodes. 

HaL Network HbL Frontier

Figure 3. Equilibrium state (t ! 361): aggregationIndex ! 1.0,  segHub ! 0.49,
occupancy ! 0.456,  and  porosity ! 0.  SFN  with  zero  tolerance:  t ! 0
(d ! 80%).  
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From  the  network  we  have  extracted  the  frontier  (Figure  3(b));  a
large variety of components can be seen from largest to smallest. The
occupancy of the frontier is relatively important as it represents about
half of the total space (oHFL ! 0.456); this is because it contains many
indirect contacts via the hubs. As the frontier is built only from indi-
rect  contacts  between  opposite  agents  connected  via  a  vacant  node,
the  porosity  is  zero  (pHFL ! 0).  As  a  consequence,  the  permeability  is
zero (pHFL ! 0). 

5.2.2 Intolerant Agents  

We  assume  that  agents  are  rather  intolerant  (t ! 0.37).  Figures  4(a)
and  4(b)  represent  the  network  at  convergence  after  136  time  steps.
We can observe  that  many agents  have moved on the  hubs.  Segrega-
tion  is  still  very  important  since  the  aggregation  index  reaches  0.97.

HaL Network HbL Close-up from HaL

HcL Frontier

Figure 4. Equilibrium state (t ! 136): aggregationIndex ! 0.97, segHub ! 0.67,
occupancy ! 0.25,  and  porosity ! 0.21.  SFN  with  intolerant  agents:
t ! 0.37 (d ! 80%).  
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From the network we have extracted the frontier (Figure 4(c)); a large
variety of components can be seen from largest to smallest. The occu-
pancy  is  lower  (oHFL ! 0.25)  and the  porosity  is  higher  (pHFL ! 0.21)
than the ones obtained with zero tolerance; the frontier is now consti-
tuted  by  both  direct  contacts  and  indirect  contacts.  As  there  are
agents on some hubs,  the segHub measures how much the hubs pro-
mote  segregation;  for  the  hubs,  67%  of  the  neighbors  belong  to  the
same type (Figure 4(b)). 

5.2.3 Tolerant Agents  

We  assume  that  agents  are  rather  tolerant  (t ! 0.63).  It  might  be
tempting to predict that from the “sum” of these individual behaviors
will  emerge a global configuration where mixing is the rule.  Figure 5

HaL Network HbL Close-up from HaL

HcL Frontier

Figure 5. Equilibrium state (t ! 54): aggregationIndex ! 0.88, segHub ! 0.75,
occupancy ! 0.19,  and  porosity ! 0.74.  SFN with  tolerant  agents:  t ! 0.63
(d ! 80%).  
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shows that in such circumstances the system converges quickly in less
than 60 time steps. Vacant nodes mainly occupy the leaves of the net-
work.  As  they  are  needless  in  such  positions,  we  can  assume  that
there  are  supernumerary  vacant  nodes;  this  is  confirmed  by  the  fact
that  the system converges with 5% of vacant places  only (d ! 95%).
Comparison of the results with those obtained with intolerant agents
shows  that  the  occupancy  is  lower  (oHFL ! 0.19)  and  the  porosity  is
very high (pHFL ! 0.74): the frontier is now largely made up of direct
contacts. 

Although each agent has a tolerant behavior, a high index of aggre-
gation  (0.88)  reveals  a  strong  segregation.  Moreover,  the  segHub
ratio is very meaningful: for the agent hubs, there are on average 75%
of neighboring agents with the same type (Figure 5(b)). Coming from
tolerant agents, such global behavior is unexpected. This macrobehav-
ior  magnifies  results  obtained  by  Schelling  on  a  grid  network;  when
groups of rather tolerant agents organize themselves on a spatial SFN,
we may obtain a strong segregation as soon as all  the agents become
satisfied.  Once  again,  this  is  an  example  of  the  gap  that  may  exist
within a complex system between the micromotives and the macrobe-
havior [25]. 

5.3 Quantitative Results  
We conduct more simulations to get quantitative results on the influ-
ence  of  the  tolerance.  All  the  results  are  averaged  over  100  indepen-
dent runs; they are presented in Figure 6 and summarized in Table 1.  

Figure 6. Occupancy, porosity, and permeability versus tolerance. Frontier on
a SFN (d ! 80%).  
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As  tolerance  increases  from  0  to  0.8,  we  can  observe  that  (i)  the
occupancy decreases from 0.447 to reach a plateau (0.17) as soon as
the agents become tolerant (t > 0.5). (ii) At the same time, the poros-
ity increases from 0 to high values. Roughly, the porosity follows a lo-
gistic growth curve: first there are no direct contacts, then it increases
exponentially until growth saturates, and finally the curve levels off at
p ! 0.87.  (iii)  The  permeability  roughly  follows  the  evolution  of  the
porosity; it increases with tolerance from 0 to 0.89. (As in a SFN, the
average number of edges between any two vertices is small; the num-
ber  N  of  iterations  needed  in  Algorithm 2  for  a  signal  to  spread  be-
tween any connected pair remains low compared to the size of the net-
work. Here we use N ! 30.) We can observe two phases: below 0.3,
there  is  a  weak  permeability,  but  conversely,  above  0.6,  many  green
agents  are  informed.  Between  these  values,  there  is  a  smooth  transi-
tion from the greater tightness to the greater permeability. As a conse-
quence, the effect of increasing tolerance on the ability to propagate a
signal  is  drastic.  This  can  be  explained  by  the  degree  of  the  agent
nodes in the frontier, which deeply changes according to the tolerance
level. 

All  these results  confirm that the nature of  the frontier  changes as
agents  become  more  and  more  tolerant:  gradually,  the  hubs  initially
occupied by vacancies are replaced by agents. 

6. Summary and Discussion   

In  this  paper  we  first  define  a  generic  agent-based  model  of  segre-
gation.  To  stay  in  the  spirit  of  complex  systems,  the  agents  follow a
simple  eulogy to  fleeing  (EF)  rule:  unsatisfied  agents  do not  seek im-
mediate  benefits,  nor  do they need absolute  knowledge of  their  envi-
ronment.  Simulations  have  shown  that  through  using  the  simple  EF
rule,  global  segregation  can  be  observed  despite  a  high  level  of  local
tolerance.  This  confirms  unexpected  effects  observed  with  Schelling’s
model on a grid network and extends these results to a scale-free net-
work (SFN), all pointing toward the gap that may exist within a com-
plex system between micromotives and macrobehavior.  

The main topic of this paper is the emergence of frontiers between
two  communities.  Considering  the  geographical  and  the  social  cases,
we have defined a frontier as the subnetwork of locations where con-
tacts  occur  between  opposite  agents.  For  a  frontier,  we  have  defined
its occupancy, porosity, and permeability. 

6.1 Frontier on a Grid Network
If  density  is  high  enough,  intolerant  agents  give  rise  to  a  short  no
man’s land frontier, essentially built of vacant locations. At the oppo-

           
          

           
         
         
           

        
    

54 P. Collard, S. Mesmoudi, T. Ghetiu, and F. Polack

Complex Systems, 22 © 2013 Complex Systems Publications, Inc. 
https://doi.org/10.25088/ComplexSystems.22.1.35



            
   y       pp

site end, if agents are tolerant, the borderland is essentially built with
couples  of  opposite  agents  and  the  frontier  resembles  a  Peano  line.
This  means  that  both  the  shape  and  the  composition  of  the  frontier
change  as  agents  become  more  tolerant.  As  tolerance  increases,  the
frontier  gains  in  occupancy,  porosity  increases  to  reach  a  high
plateau, and permeability is always at its maximum. There is no obvi-
ous correlation between the permeability and the other characteristics
of a frontier.  

6.2 Frontier on a Scale-Free Network  
If  density  is  high  enough,  as  tolerance  increases,  the  occupancy  de-
creases and both porosity and permeability increase from 0 to a high
value. As a consequence, the effect of increasing tolerance on the abil-
ity to disseminate information is drastic.  

A  remarkable  result  is  that  even  in  the  case  of  zero  tolerance,  the
agent network is able to reorganize itself to ensure everyone’s satisfac-
tion.  In this  extreme case,  the vacant places  become the backbone of
the  frontier;  the  vast  majority  of  hubs  are  vacant.  Whereas  porosity
and permeability  are zero,  the occupancy reaches its  maximum value
relatively  to  any  other  values  for  the  tolerance.  In  addition,  while
there  is  an  extreme  global  segregation,  locally  in  agent  hubs  there  is
no agent type drift. 

6.3 Frontier and Network’s Topology  
According  to  the  topology  of  the  underlying  network,  we  have  ob-
served significant differences.  

1. If  tolerance  is  zero,  there  is  convergence  (resp.  no  convergence)  in  a
SFN (resp. grid). 

2. As  tolerance  increases,  the  occupancy  decreases  (resp.  increases)  in  a
SFN (resp. grid). 

3. As tolerance increases, the evolution of the porosity and the permeabil-
ity are correlated (resp. uncorrelated) in a SFN (resp. grid). 

4. As  tolerance  increases,  the  permeability  increases  (resp.  remains  equal
to 1) in a SFN (resp. grid). 

6.4 Robustness of the Frontier against Attack
According to its ability to favor exchange between the two communi-
ties, the frontier may be robust or fragile against attack. This depends
on its own structure and on the type of attack, random or intentional.
As exchanges pass the frontier through its agents, we assume that at-
tacks reach agents only.  

Grid  network.  Low  tolerance  leads  to  a  no  man’s  land  frontier
where  direct  contacts  are  in  the  minority  (p ! 0.20);  with  regard  to
permeability, the frontier is robust to random damage but vulnerable
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to malicious attacks targeted against  an agent involved in direct  con-
tacts.  Conversely,  high  tolerance  leads  to  a  frontier  like  a  Peano line
where  direct  contacts  are  plentiful  (p ! 0.92);  whether  the  attack  is
random or intentional, the frontier is robust. 

Scale-free  network.  If  tolerance  is  zero,  the  vast  majority  of  hubs
are  vacant  nodes  and there  are  no direct  contacts  (p ! 0),  so  attacks
have  no  effect  on  the  permeability.  On  the  other  hand,  if  agents  are
tolerant, a large majority of hubs belong in the frontier as agent nodes
and  are  largely  invoked  in  direct  contacts  (p ! 0.87  and
segHub ! 0.75).  If  attacks  are  targeted  against  agent  hubs,  the  fron-
tier is vulnerable. 

6.5 Separation versus Exchange  
Occupancy  (i.e.,  the  size  of  a  frontier)  measures  to  some  extent  the
cost  of  separating  communities,  whereas  permeability  measures  the
availability  of  communication  paths  between  communities  separated
by  a  frontier.  Is  it  possible  to  maximize  exchange  while  minimizing
the cost of separation?  

Whatever  the  topology,  the  occupancy  depends  on  the  tolerance.
Tuning the tolerance level allows control over the occupancy: low oc-
cupancy  corresponds  to  low  (resp.  high)  tolerance  in  a  grid  (resp.
SFN). 

The permeability depends both on the topology of the network and
on the porosity. In a grid, high porosity is not necessary to allow ex-
change  through  the  frontier,  and  indeed  the  permeability  is  always
very high. In the opposite way, in a SFN porosity and permeability in-
crease together with tolerance, so we can control the permeability by
tuning the tolerance level. 

As  a  consequence,  whatever  the  topology,  the  permeability  can be
maximized while minimizing the occupancy. In a grid, the trade-off is
obtained with low tolerance; the frontier is like a no man’s land essen-
tially built  with vacant nodes with many indirect  contacts.  In a SFN,
this  is  obtained  with  high  tolerance,  that  is,  when  the  frontier  is
largely made up of agent nodes with direct contacts. In both cases, the
frontier  is  vulnerable  to  malicious  attack  targeted  against  direct  con-
tacts. 

6.6 Discussion
The generic nature of Schelling’s model makes its interpretation in the
real  domain  a  difficult  task.  We  took  a  first  step  here  by  analyzing
SFNs, which are more representative of real networks (e.g., social and
biological). Another step is reflected by looking at communication as-
pects,  that  is,  permeability,  rather  than simply measuring segregation
levels. A system is complex also (mainly) due to the interaction of its
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components. In the real domain, communication is both direct and in-
direct  (humans,  animals,  plants,  information  technology  systems,
etc.—they can all  communicate) and in this study we have taken this
aspect into account. 

All  the  results  show that  the  underlying  topology  plays  a  key  role
in influencing the dynamics of moves and the emergence of frontiers.
In  particular,  results  about  permeability  suggest  that  it  is  essential  to
study  the  influence  of  topology  when  trying  to  understand  the  func-
tional  properties  of  a  frontier.  This  enlightens  our  understanding  of
the  dual  nature  of  a  frontier  that  both  separates  different  aggregates
and allows some form of communication between them. 

We conclude with a series of suggestions for future research. (i) For
SFNs, we will establish if the same conclusions hold for different expo-
nents  in  the  power  law and  for  a  bigger  network.  (ii)  It  will  be  very
interesting to study the emergence of frontiers with a model that inter-
polates between scale-free and Erdos–Rényi networks [26] to see how
“scale-freeness”  affects  the  occupancy,  porosity,  and  permeability.
(iii)  Beyond  the  study  of  frontiers  when  all  agents  are  satisfied,  we
will  answer  questions  on  how a  frontier  evolves  over  time  and,  ulti-
mately, how it is built.  (iv) In a SFN, when agents are intolerant, va-
cancies play a central role; whereas we have assumed that each vacant
place  is  an  impervious  barrier,  it  will  be  interesting  to  introduce  a
nonzero  probability  to  transmit  information  through  a  free  place.
This new parameter would allow accurate control of the permeability.
(v)  In  today’s  world,  where  social  interactions  are  no  longer  con-
strained  by  geography,  it  might  be  of  great  interest  to  make  clear
what  is  meant  by  binding  together  “where  you  live”  and  “who  you
know.” This will be a track to consider together several types of net-
works derived from the generic model of segregation (GMS); this will
allow  the  study  of  their  interaction  and  their  joint  evolution  toward
complementary forms of frontiers. 

Although  this  paper  deals  with  artificial  complex  systems  and  is
based  on  a  multi-agent  simulation,  we  hope  the  results  will  give  rise
to debate among sociologists, ethologists, geographers, and others. 
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