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The  idea  of  minimal  agency  (MA)  may  be  understood  as  the  simplest
agent within the known phenomenological domain, that is, the simplest
agent  as-we-know-it,  and  as  the  simplest  agent  that  could  exist,  either
synthetically or in a hypothetical process of biogenesis, that is, the sim-
plest  agent  as-it-should-be.  The  second  view  is  more  radical,  since  it
focuses on the simplest organizational and material conditions required
for  generating  agential  capacities,  not  on  how  they  are  in  fact  mini-
mally  instantiated.  It  searches  for  the  simplest  material  building  blocks
that,  either  naturally  or  artificially,  could  achieve  the  simplest  form  of
organization  necessary  to  display  agency.  Yet,  although  synthetic
methodologies may seem a more adequate strategy to generate minimal
forms  of  agency,  I  argue  that  the  study  of  how  the  biological  domain
has  generated  agents  is  ultimately  necessary  to  understand  paradoxical
cases of minimal agents and shows us fundamental lessons for their arti-
ficial fabrication. 
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Introduction: What Is Agency?1.

The concept of agency is used in many domains, with a different sense
in each case. Thus, what is meant by the term agent is understood dif-
ferently  in  human  sciences,  robotics,  computer  sciences  and  biology,
for  example.  Unfortunately,  if  we  look  for  a  fundamental  account  of
agency, here too we find a wide diversity of responses. We can, how-
ever, limit this diversity (to a certain extent, at least) by initially adopt-
ing  an  eminently  inclusive  view.  For  example,  broadly  speaking,
agency can be defined as the capacity to act or exert power (Webster’s
dictionary)  or  to  have  direct  control  or  guidance  over  one’s  own
behavior  (Stanford  Encyclopedia).  However,  since  what  we  often
mean  by  agency  is  ultimately  an  extension  of  human  action  (i.e.,  a
robot), here we are interested in autonomous agency.
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In  this  sense,  different  authors  have  tried  to  include  certain  forms
of  “autonomy”  in  the  definition  of  agency.  Simply  by  way  of  exam-
ple, an agent is: 

◼ a  system  that  tries  to  fulfill  a  set  of  goals  in  a  complex,  dynamic  envi-
ronment [1] 

◼ a system that can initiate, sustain and maintain an ongoing and continu-
ous  interaction  with  its  environment  as  an  essential  part  of  its  normal
functioning [2] 

◼ a  system  situated  within  an  environment  that  senses  that  environment
and  acts  on  it,  over  time,  in  pursuit  of  its  own  agenda  and  so  as  to
affect what it senses in the future [3] 

◼ a system that can act on its own behalf in an environment [4] 

◼ an entity that engages in normatively constrained, goal-directed interac-
tion with its environment [5] 

◼ a system doing something by itself according to its own goals or norms
within a specific environment [6]

There are several aspects worth considering in these different defini-
tions. First, an agent is the source (“the self”) of a set of actions. This
implies the existence of a relatively stable system clearly differentiated
from  the  environment,  namely,  an  “identity”  or  an  “individuality.”
Second,  the  agent  must  not  only  interact  with  its  environment,  the
actions should also be causally generated by the agent (“causal asym-
metry”),  modifying  the  environment.  Last  but  not  least,  the  actions
should  be  functional,  which  means  that  they  should  be  “purposeful.”
Thus,  an  action  is  always  an  oriented  process,  aimed  at  achieving  a
certain  goal,  and  could  therefore  fail  if  it  does  not  achieve  that  goal.
In order to achieve all these conditions, an agent must be able to selec-
tively  distinguish  some  relevant  features  in  its  environment,  so  as  to
trigger functional responses to them. In sum, the action of an agent is
thus defined as a set of processes in its environment, generated by the
agent  as  an  integrated  whole  (a  “self”),  which  is  the  causal  source  of
these  processes,  performed  according  to  a  certain  goal  or  norm.  This
is why the concept of agency is attracting increasing attention both in
biology  and  cognitive  science,  since  it  involves  fundamental  aspects
such  as  function,  purpose,  sensing  and  acting,  as  well  as  the  distinc-
tion  between  self  and  environment,  and  for  some,  it  even  constitutes
the basis of cognition. 

Yet,  when  we  move  from  the  realm  of  abstract  definitions  to  the
world  of  real  systems,  we  face  another  type  of  problem:  there  is  no
general  agreement  on  whether  robots  and  other  artificial  systems  can
be  considered  true  autonomous  agents.  We  easily  recognize
autonomous agency in humans and animals, but it is much more diffi-
cult to determine what is a minimal autonomous agent. For example,
for  some  authors,  only  certain  biological  organisms  (such  as  animals)
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are  autonomous  agents,  while  others  argue  that  a  eukaryotic  cell  or
even  a  virus  displays  a  minimal  form  of  autonomous  agency.  The
debate  is  even  fiercer  in  relation  to  artificial  devices:  is  an  artificially
designed  robot  an  autonomous  agent?  In  fact,  the  only  generally
agreed-upon  examples  of  agency  are  humans  and  (certain)  biological
systems.  The  reason  for  this  lies  in  the  problematic  autonomy  of  any
artificial  device,  which,  for  many,  makes  it  a  mere  extension  (or
maybe  a  potentiation)  of  the  autonomous  agency  of  its  human  cre-
ators.  This  is  why,  having  analyzed  what  constitutes  an  autonomous
agent,  I  now  address  the  question  of  what  might  constitute  its  mini-
mal  form.  In  Section  3,  I  critically  review  several  proposals;  then,
based  on  the  analysis  of  natural  (biological)  systems,  I  discuss  what
the  necessary  features  may  be  for  minimal  agency  (MA).  Finally,  I
discuss  the  differences  of  the  concept  of  MA  in  artificial  and  natural
contexts and its implications.

Implications2.

Unlike  a  merely  physical  dissipative  structure  (e.g.,  a  hurricane),
which maintains its identity as long as certain specific boundary condi-
tions  are  met,  a  system  is  autonomous  if  it  actively  maintains  its
identity:  for  example,  by  modulating  its  internal,  constitutive  organi-
zation,  in  accordance  with  environmental  changes.  The  simplest
forms  of  self-maintaining  systems,  such  as  hurricanes  or  candles,
cannot really “do” anything in order to compensate for new environ-
mental conditions; they have only a small margin of maintenance pro-
vided  by  a  buffering  or  flexible  structure.  However,  even  a  minimal
autonomous  system,  such  as  a  hypothetical  cellular  proto-organism,
would  deploy  active  self-maintenance  by  functionally  modulating  its
own  internal  organization.  But  this  active  maintenance  is  not,  by
itself,  a  form  of  agency.  Autonomous  agency  requires  that  the
autonomous  system  deploy  constraints  that  functionally  affect  pro-
cesses  and  reactions  in  the  system’s  environment.  In  other  words,
autonomous  agency  requires  that  the  processes  on  which  it  exerts  a
causal  influence  belong  to  the  external  environment,  which,  in  turn,
means  that  these  processes  have  not  already  been  constrained  by  the

autonomous system.1

This  prompts  the  need  to  make  a  fundamental  distinction  between
constitutive  processes,  which  generate  identity  and  largely  delimit
what  the  system  actually  is,  and  interactive  processes,  which  are  side
effects  of  the  former,  but  with  the  specific  function  of  controlling
interactions  with  the  environment.  Ultimately,  the  latter  are  also
crucial  to  maintaining  the  identity  of  the  system,  but  constitutive
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processes  are  faster  and  more  fundamental  than  interactive  ones.  The
reason is that since an agent is a precarious (i.e., far from equilibrium)
self-producing  organization,  it  is  logically  necessary  that  it  exist  (at
least  for  a  while)  in  order  to  have  the  possibility  to  display  actions;
otherwise, there would not be the machinery for displaying interactive
processes.  As  a  subset  of  constitutive  processes,  interactive  processes
are  generated  by  and  depend  on  the  existence  and  stability  of  the
whole autonomous organization. In turn, they contribute to the main-
tenance  of  that  very  organization  by  specifically  managing  its  rela-
tions with its environment [7, 8].

As said earlier, an autonomous system is able to actively modulate
itself  so  as  to  functionally  respond  to  environmental  changes.  Yet  an
autonomous  system  can  functionally  respond  to  environmental
changes  by  either  modifying  its  internal  organization  or  functionally
modifying the external environment (or both). Only in this last case is
an  autonomous  system  an  agent.  Therefore,  agency  requires  more
than  self-maintenance,  since  an  agent  is  an  autonomous  system  that
induces functional changes in its environment, which means that these
changes will give a return on the agent’s “investment” by contributing
to its self-maintenance. A system is an agent if it is capable of deploy-
ing  interactive  processes  in  its  environment  in  order  to  modify  exter-
nal  conditions  in  such  a  way  that  these  processes  contribute  to  the
ongoing  maintenance  of  the  system’s  constitutive  organization.  This
requirement  excludes  processes  that,  while  functionally  adaptive,  do
not modify the external environment, but only the constitutive organi-
zation of the system. 

The  simplest  forms  of  self-maintaining  autonomous  systems,  such
as  hypothetical  proto-metabolic  organizations  (probably  encapsu-
lated),  may  compensate  for  internal  and  external  perturbations  by
means of feedback mechanisms integrated into their constitutive orga-
nization.  A  variation  affecting  a  given  component  may  propagate
within  the  system  and  trigger  the  variation  of  one  or  several  other
components,  which  in  turn  compensate  for  the  initial  one.  In  this

way,  the  system  may  achieve  homeostatic  stability.2  However,  since
these  adaptive  mechanisms  consist  only  of  modifying  the  constitutive
organization  of  the  system,  in  accordance  with  environmental  condi-
tions  but  without  affecting  them,  they  hardly  qualify  as  a  form  of
agency. What, then, is lacking? 

If  we  analyze  carefully  the  concept  of  agency,  we  see  that  for  the
deployed interactions to be functional, the agent must be able to con-
trol  its  relationship  with  the  environment  in  accordance  with  the  cir-
cumstances. More specifically, agency requires a form of anticipation.
So, if the action is to be functional, the agent must compare different
possibilities  and  determine  which  one  will  lead  it  to  a  better  (or  less
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bad) fulfillment of its boundary of viability.3  In other words, an agent
is  a  system  that  is  able  to  evaluate  sequentially  temporal  situations
and determine which possibility is functional at each moment in time.
In  other  words,  it  is  a  system  capable  of  assessing  or  measuring  the
specificity of each stimulus at a given moment. Thus, an agent has the
ability  not  just  to  avoid  negative  tendencies,  but  to  actively  seek  to

improve its situation.4  As formulated by DiPaolo [9], if the states are
sufficiently close to the boundary of viability: (1) tendencies are distin-
guished and acted upon depending on whether the states approach or
recede from the boundary; and as a consequence (2) tendencies of the
first  kind  are  moved  closer  to  or  transformed  into  tendencies  of  the
second  kind,  thus  preventing  future  states  from  reaching  the  bound-

ary  with  an  outward  velocity.5  To  do  this,  the  system  should  also  be
capable of switching between different alternatives or adjusting them,

and so forth, in accordance with external changes.6

Organizationally,  this  requires  a  subsystem  that  operates  in  a  rela-
tively  autonomous  way  from  the  basic  constitutive  processes.  It  is
clear  that  only  a  dynamical  decoupling  from  low-level  constitutive
processes  will  permit  this  higher-level  subsystem  to  develop  a  free
search for new functional interactive processes. We are therefore talk-
ing  about  two  dynamic  levels  in  the  system:  the  constitutive  level,
which  ensures  ongoing  self-construction,  and  the  (now  decoupled)
interactive  subsystem,  which  functionally  modifies  the  operations  of
the  former  [10].  This  is  the  essence  of  regulated  adaptivity  [11].  This
decoupling  of  regulatory  mechanisms  from  the  basic  constitutive  net-
work allows a selective choice from among a large number of not yet
functional  dynamical  states  of  the  constitutive  self-maintaining  net-
work.  The  capacity  to  differentiate  between  and  compensate  for  ten-
dencies  requires  that  whatever  makes  a  distinction  and  generates  a
compensation  be  dynamically  differentiated  from  what  it  distin-
guishes and acts upon. This presupposes that operational mechanisms
are  capable  of  distinguishing  between  the  different  implications  of
equally viable paths of encounters with the environment (Figure 1).

The  simplest  mechanisms  of  adaptive  regulation  could  be  of  two
different types: either they operate by modifying the constitutive orga-
nization of the system (as exemplified in the lac operon activation and
deactivation of genes, as a switch between metabolic pathways accord-
ing  to  certain  environmental  conditions),  or  they  operate  by  modify-
ing  the  external  conditions  of  the  system  (as  exemplified  in  bacterial
chemotaxis, where a subsystem of biochemical pathways, not directly
involved in the basic metabolic network, modifies through movement
the environmental conditions of the system). The common characteris-
tic  of  both  cases  is  that  some  degree  of  dynamic  decoupling  from  the
basic constitutive processes is required [11, 12] (Figure 2). 
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Figure 1. Schematic  representation  of  an  autonomous  non-agential  system.
When  the  environment  changes  (below)  the  system  is  capable  (within  a
certain  range)  of  detecting  these  changes  and  functionally  modifying  its  own
internal  organization  through  a  regulatory  subsystem,  so  as  to  maintain  its
own  identity.  SP  network  represents  the  cyclic  processes  of  self-production
that constitute and maintain all the parts of the system (black arrows); DDRS
stands  for  a  dynamically  decoupled  regulatory  subsystem,  exerting  control
actions  (black  bold  arrows).  Dashed  arrows  represent  relevant  information
about states of the environment detected by the system.
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Figure 2. Schematic representation of an autonomous minimal agent. The sys-
tem  is  capable  of  detecting  the  relevant  features  of  its  close  environment  and
of  triggering  processes  that,  when  needed,  modify  functionally  the  environ-
mental  conditions  (for  example,  by  moving  toward  better  conditions).  The
figure  shows  the  control  exerted  by  the  regulatory  subsystem,  which  modu-
lates detection and effector processes so as to achieve successful action-detec-
tion  loops.  SP  network  represents  the  cyclic  processes  of  self-production  that
constitute  and  maintain  all  the  parts  of  the  system  (black  arrows);  DDRS
stands  for  a  dynamically  decoupled  regulatory  subsystem,  exerting  control
actions  (black  bold  arrows).  Dashed  arrows  represent  relations  of  detection
and action.

Accordingly,  the  appearance  of  agency  implies  the  emergence  of
detection  and  effector  mechanisms  by  which  the  adaptive  regulatory
subsystem links the environmental conditions to the constitutive orga-
nization of the autonomous systems. It is necessary that the processes
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triggered  to  modify  the  external  boundary  conditions  be  correlated
with  the  measurements  of  the  relevant  changes  induced  by  them:  this
should be an ongoing process that therefore needs to be monitored to
be functional. Hence, two regulatory processes emerge as being inter-
linked: the adaptive regulation of the essential variables through recur-
sive  interactions  with  the  environment,  and  the  regulation  of  this
interactive  cycle  in  accordance  with  its  effects  on  the  essential  vari-
ables. This point is important: agency is necessarily a cyclical process,
because  it  requires  that  the  effector  processes  be  modulated  in  accor-
dance with the detected environmental conditions. The interactive sub-
system works by measuring different conditions, triggering correlative
effector  actions,  and  monitoring  its  own  constitutive  processes  so  as
to  avoid  or  prevent  dysfunctional  situations.  In  sum,  it  is  this  inter-
twined  regulation,  along  with  the  detection-response  coupling,  that

gives rise to genuine agency7 [10].

Candidates for Minimal Agency3.

Having clarified what exactly an agent is, let us now address the next
question: what is the simplest or minimal organization necessary for a
system  to  behave  as  an  agent?  By  MA,  I  mean  the  simplest  form,
either  naturally  generated  or  artificially  built,  of  a  system  that  fulfills
the  aforementioned  characteristics.  There  is  a  wide  variety,  even  dis-
parity, of proposals regarding MA. This disparity is partly due to the
diversity  of  research  perspectives  and  domains:  synthetic  biology  and
artificial  life,  computer  science,  the  philosophy  of  biology  and  cogni-
tive science, to name but a few. Consequently, there are not only dif-
ferent  views  on  what  can  be  conceived  of  as  MA,  but  also  different
opinions regarding how to approach the question. Thus, some propos-
als  emphasize  bottom-up  methodology  and  attempt  to  show  how,
starting  from  purely  physicochemical  principles  and  using  relatively
simple  material  building  blocks,  we  can  synthetically  generate  mini-
mal  agents.  Or,  even  more  radically,  other  authors  propose  that  cer-
tain  computer  programs  could  be  considered  as  minimal  agents,  too.
This  is  the  case  with  software  agents,  self-propelling  droplets,  nano-
robots  and  synthetic  protocells.  Others  instead  focus  on  already  con-
stituted  (natural)  systems  that  are  so  simple  that  we  can  analytically
understand  their  structure  or  organization.  This  is  the  case  with
viruses or prions.

Unfortunately,  an  overemphasis  on  organizational  or  structural
simplicity  with  regard  to  possible  candidates  for  agents  tends  to
weaken  the  requirements  for  rigor  and  precision  in  connection  with
the  analysis  of  what  they  are  really  capable  of  achieving.  For  their
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part,  proposals  that  emphasize  instead  the  analysis  of  the  resulting
properties and capacities, looking to rigorously satisfy all agency crite-
ria,  tend  to  be  less  clear  concerning  the  structural  and  organizational
conditions  of  their  generation,  and  even  less  so  concerning  how  they
could be synthetically generated from scratch. 

More specifically, at one end of the scale there is a group of schol-
ars  who  tend  to  view  agency  as  an  intentional,  mind-based  behavior
and therefore consider MA to be, at most, present in low animals [13]
or  perhaps  unicellular  protozoa  [14].  At  the  opposite  end  are  those
who  believe  that  MA  is  already  present  in  “infra-biological”  entities,
such  as  software  agents,  synthetic  self-propelling  droplets,
autonomous  molecular  machines  (e.g.,  nano-robots)  and  hypothetical
prebiotic  proto-organisms.  In  a  similar  vein,  other  authors  argue  that
some  biological  infra-organismic  entities,  such  as  hypothetical  prebi-
otic nude replicators or present-day viruses, plasmids or prions, consti-
tute a valid example of MA. Let us now analyze these different cases. 

Software Agents3.1

Wikipedia defines a software agent as “a computer program that acts
for a user or other program in a relationship of agency.” Of course, in
this  context  “acting”  is  understood  as  performing  operations  in  com-
puter  media.  Yet,  these  programs  are  called  “agents”  not  only
because they perform operations but also because, to a certain degree,
they  behave  autonomously.  For  example,  these  computer  programs
are  often  seen  as  agents  because  they  are  capable  of  detecting  certain
features  of  their  environment  and  act  seeking  their  “own”  goals,
without  being  explicitly  programmed  for  these  operations.  Besides,
they  are  candidates  for  minimal  agency  because  it  would  always  be
possible in principle to specify an agent—or at least a class of them—
whose  program  is  algorithmically  shorter  than  that  of  the  others.
Since the capacities of these agents are specified by their program, one
could  argue  that  (provided  their  behavior  fulfills  the  definitory
requirements  of  agency)  those  agents  whose  programs  have  the  mini-
mal Chaitin–Kolmogorov description length would also be candidates
for MA.

Cellular automata (CAs) constitute the most important type of soft-
ware  agent.  CAs  are  networks  of  simple  automata  connected  locally
that  produce  an  output  from  an  input,  modifying  their  state  in  the
process,  according  to  a  transition  function.  More  formally,  a  cellular
automaton  (CA)  is  defined  as  a  cellular  space  or  set  of  cells  regularly
distributed  in  an  n-dimensional  space.  There  is,  for  the  automaton,  a
discrete  measure  of  time  that  is  called  sequence  of  generations
t1, … , tm.  Every  cell  cj  can  be  found,  in  a  given  generation  ti,  in  a

state that belongs to a finite set of states. The set of states of all cells
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in  a  given  generation  is  called  the  CA  configuration.  The  neighbor-
hood  of  a  cell  is  composed  of  a  finite  set  of  cells,  and  generally,  the
neighborhood  is  defined  in  the  same  way  for  all  space  cells,  although
different  neighborhoods  can  be  defined  for  different  cells  (irregularly
connected  automaton).  The  state  of  a  cell  in  a  given  generation
depends on the states of the neighboring cells and on its own state in
the  previous  generation.  And  the  rule  that  determines  the  state  of  a
cell from the states of its neighbors and from its own state in the previ-
ous generation is called transition function F.

The concept of CAs dates back to the pioneering work of von Neu-
mann  and  Ulam  in  the  1940s  and  was  later  developed  by  researchers
like  Conway,  Toffoli  and  Wolfram,  among  others.  CAs  are  useful
tools for modeling any system in the universe. They have been used to
model  physical  systems  as  diverse  as  interactions  between  particles
and  galaxy  formation;  kinetics  of  molecular  systems  and  crystal
growth;  biological  systems,  at  the  cellular,  multicellular  and  popula-
tion level; and in computer science, to model von Neumann’s parallel
processing  systems  and  self-producing  automata.  And  it  can  even  be
considered  that  networks  of  formal  neurons  are  specialized  CAs.
Wolfram  [15]  has  studied  the  types  of  behaviors  that  CAs  could  dis-
play  and  has  demonstrated  that  a  class  of  CA  is  capable  of  universal
computation and therefore, of simulating any other automaton. Lang-
ton  [16],  for  his  part,  has  proposed  another  classification  based  on
the value of a parameter λ that measures the relationship between the
number  of  neighboring  states  that  provide  null  states  and  the  total
number  of  neighboring  states.  According  to  this  view,  he  found  three
classes  of  CA.  Class  2,  which  corresponds  to  Wolfram  classes  2  and
4,  is  for  Langton  the  most  interesting  because  it  allows  the  appear-
ance  of  virtual  agents.  Virtual  automata  are  able  to  carry  out  struc-
tural  construction  processes  in  general,  since  they  can  write  in  the
environment in which they are located. In the same way, they are able
to  erase,  since  they  can  write  the  null  state.  And  they  are  capable  of
self-deleting.  As  a  consequence  of  the  two  previous  characteristics,
they  are  able  to  build  other  automata,  read  them  and  modify  their
structure.  For  all  this,  according  to  Langton,  in  such  automata,  one
can  recognize  the  typical  functions  of  biological  organisms.  In  1989,
Langton  [17]  defended  the  idea  that  from  this  type  of  system  all  the
functional  features  of  living  beings  (hence  agency)  can  be  defined.
Accordingly,  CAs  could  display  appropriate  actions  in  each  circum-
stance.  They  are  able,  for  example,  to  detect  certain  features  of  their
environment  and  act  to  change  part  of  the  environment  or  of  its  sta-
tus,  and  influence  what  they  sensed.  Besides,  insofar  as—contrary  to
what  is  usual  in  standard  AI—CAs  are  not  explicitly  programmed  to
do  what  they  do,  their  behavior  can  be  considered  as  “emergent.”
Based  on  these  facts,  many  researchers—especially  in  the  domain  of
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AI—consider  certain  CA-based  programs  as  true  autonomous  agents
that act in pursuit of their “own” agendas.

The problem with CAs as candidate minimal agents has two inter-
related  aspects.  On  the  one  hand,  there  is  the  problem  of  autonomy.
As  we  have  argued  in  Sections  1  and  2,  the  requirement  of  being
autonomous is not so easy to fulfill. It implies the capacity to display
normative actions, namely, that the action could be evaluated as a suc-
cess or failure by the agent (and not by its creator). If what the agent
seeks  is  ultimately  a  human  decision  or  if  it  would  be  the  human
designer who will evaluate the success or failure of the agent’s behav-
ior,  it  may  hardly  be  considered  as  truly  autonomous.  Defenders  of
the  autonomy  of  software  agents  argue  that  they  are  capable  of  per-
forming actions without being explicitly programmed to do what they
do. Yet the problem is that ultimately it is the programmer or the user
who evaluates what the CAs do. Hence, it is not clear at all that they
could be considered as truly autonomous. On the other hand, there is
the  objection  that  CAs  depend  on  a  hardware  structure  that  itself
is  neither  self-produced  nor  self-maintained:  the  computer  as  a  whole
is a fully designed, built and maintained artifact. 

That  is  why  most  of  the  research  in  the  domain  of  autonomous
agency  is  focused  on  the  study  of  systems  displaying  actions  in  virtue
of  their  physical  properties.  In  these  lines,  there  is  nowadays  an
increasing  acknowledgement  of  the  role  played  by  the  so-called
“active matter” (i.e., macromolecular structures capable of self-assem-
bling) in the explanation (and artificial design) of autonomous agents.
This is the case for most of the following examples. 

Self-Propelling Oil Droplets3.2

Self-propelling  oil  droplets  [18]  consist  of  a  combination  of  chemical
reactions,  self-assembly  processes  and  convective  phenomena  that
together  trigger  the  spontaneous  global  movement  of  an  oily  system
in  an  aquatic  environment.  There  are  a  great  variety  of  self-propelled
droplets,  but  most  of  them  move  during  a  certain  time  without  an
external source of energy (the driving mechanism is a Marangoni flow
due  to  gradients  in  the  interfacial  energy  on  the  droplet  interface
[19]).  Thus,  their  movement  does  not  depend  on  their  obtaining
“nutrients”  (matter  and  energy)  from  the  environment.  Rather,  they
move  by  consuming  their  already  available  internal  oleic  anhydride
(Figure 3).

According  to  the  researchers  that  synthesized  these  systems,  self-
propelling  oil  droplets  can  be  seen  as  “models  of  autonomy  and
minimal  cognition  based  on  physicochemical  principles”  [20].  Self-
propelling  droplets  certainly  do  move  by  themselves,  and  one  could
argue  that  their  self-sustained  movement  (although  not  the  droplets
themselves)  can  be  considered  self-maintaining  in  a  minimal  sense,
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insofar as the movement is co-driven by internal processes and gradi-
ents  and  exhibits  a  certain  degree  of  robustness.  However,  these  sys-
tems lack an internal organization (there is no internal organizational
differentiation,  nor  any  modular  units)  that  enables  them  to  display
an  inherent  capacity  to  modify  the  conditions  at  the  system-environ-
ment  interface.  Because  of  this  simplicity,  the  droplet’s  movement
does  not  lead  the  system  to  a  different  environment  that,  eventually,
contributes to its maintenance.

Figure 3. Schematic  representation  of  the  proposed  mechanism  for  self-
propelled  motion  of  oil  droplets.  Reproduced  from  [21].  More  details  and  a
discussion of the mechanism can be found in the original publication.

Nevertheless,  some  of  these  systems  (see,  for  example  [22])  are
steps on the path to constructing more interesting synthetic molecular
machines, which we analyze next. 

Autonomous Molecular Machines3.3

As  mentioned  earlier,  much  more  complex  molecular  devices  (e.g.,
nano-robots)  have  been  developed  within  a  similar  research  direction
[23,  24].  A  molecular  robot  is  an  artificial  molecular  device  capable
of  performing  a  variety  of  tasks.  Molecular  robots  can  be  pro-
grammed  to  move  and  build  molecular  cargoes  or  build  other
molecules,  for  example,  using  a  tiny  robotic  arm  capable  of  manipu-
lating  a  single  molecule  [25].  Molecular  robots  are  essentially  self-
assembling  macromolecular  structures  synthetically  shaped  and
located  so  as  to  affect  the  relative  motion  of  other  component  parts,
so  that  together,  they  harness  the  energy  flow  in  a  desired  way.  It  is
the  interlocked  architecture  of  the  components  (i.e.,  their  design  and
their structural codependence) that permits the overall system to trans-
form  an  energy  input  into  work  performing  a  desired  function.  A
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molecular robot is usually built using mechanically interlocked molec-
ular architectures (i.e., molecules linked according to their shape, such
as rotaxenes and catenanes).

The basic principle underlying the construction of artificial molecu-
lar  robots  is  the  control  of  noncovalent  interactions  that  govern  the
relative mechanical movement of the building blocks so as to create a
functionally integrated structure able to perform work, transport car-

goes or signal molecules through molecular shuttles, and so on [26].8

There  are  different  examples  of  “agents,”  made  up  of  one  or  several
(macro)molecules.  For  example:  a  robotic  ribosome  that  assembles
peptides [27], a four-wheeled molecule that moves on a metal surface
[28]  and  a  molecular  propeller  that  pumps  water  by  means  of  its
hydrophobic surface [29].

These  systems  are  actually  much  more  complex  and  perform  more
interesting tasks than self-propelling droplets. Moreover, they may be
designed to serve a function similar to that of their biological counter-
part,  thus  fully  fitting  into  a  biological  organization.  And  yet,  the
main  conceptual  problem  with  these  devices  is  that  they  are  really
nothing  more  than  parts  of  a  larger  system  (the  cell),  and  the  actions
they perform are functional for that larger system, not for themselves.
Compared  with  viruses,  for  example,  they  are  capable  of  performing
more  interesting  and  complex  tasks,  but  on  the  other  hand,  they  are
also less autonomous. 

Although  considerably  complex,  these  systems,  by  themselves,  can
only  trigger  purposeless  processes.  Indeed,  these—eventually  com-
plex—processes  could  become  functional;  but  this  happens  only  as
long  as  they  participate  in  the  larger  organization  of  a  cell.  Thus,  the
point is whether something less complex than a cell could provide the
requirements  for  functionality  and  purpose.  As  we  will  see  next,  this
point will drive us to the right research line. 

Replicators, Viruses and the Like3.4

Here  we  will  discuss  two  types  of  candidates  for  MA.  First,  we  will
consider the case of some hypothetical prebiotic entities, namely nude
replicators; and second, we will analyze the case of present-day para-
sitic  replicators  (such  as  viruses,  plasmids  and  prions).  Both  are  self-
replicating  structures,  but  whereas  the  former  are  assumed  to
replicate by themselves, the latter can only do so within their infected
hosts.  On  the  other  hand,  the  former  can  only  replicate,  whereas  the
latter may perform many other functional activities.

Nude Replicators3.4.1

Several  authors  consider  nude  replicators,  that  is,  molecules  capable
of  replicating  by  themselves,  without  the  aid  of  a  metabolic  (or  at
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least  a  proto-metabolic)  organization,9  to  be  agents  capable  of
“performing  actions.”  Insofar  as  these  hypothetical  prebiotic  entities
would  have  been  able  to  select  the  “building  blocks”  required  for
their  own  continuous  replication  from  the  molecular  environment,
some  authors  such  as  Dawkins  [30]  or  Pross  [31]  often  talk  about

them  as  if  they  were  agents.10  However,  it  was  the  philosopher  Den-
nett [32] who explicitly claimed that a minimal agent is actually a Dar-
winian  system  (which  he  understood  as  a  set  of  self-replicating
molecules),  blindly  generated  by  natural  selection  and  possessing  dif-
ferent hardwired phenotypes.

Yet this claim is difficult to maintain. First, a self-replicating struc-
ture cannot be considered an agent, because agency requires a consti-
tutive  organization  that  includes  different  classes  of  functions  [33].
And second, although it may be possible that (in a prebiotic scenario)
nude replicators could replicate without using the machinery of proto-
metabolic  systems,  nude  replicators  could  hardly  do  a  great  deal.  In
the  absence  of  a  metabolic  organization,  a  replicator  would  have
lacked  any  functional  activity  other  than  that  of  self-replicating.  As
the  famous  Spiegelmann  experiment  [34]  has  shown,  when  a  virus
was able to replicate in the absence of the machinery of a cell, it suf-
fered  an  evolution  toward  an  extremely  short  chain,  losing  the
sequences  that  codified  for  proteins  or  catalytically  active  RNAs,
which  were  functionally  relevant  only  in  the  context  of  the  invaded
cell,  thus  shrinking  into  a  minimal  degree  of  complexity.  In  other
words,  “involving”  rather  than  evolving,  the  nude  replicator  would
have  become  the  exact  opposite  of  what  we  usually  mean  by  a  Dar-
winian system. 

Viruses and the Like3.4.2

The  case  of  viruses,  plasmids  and  prions  is  different.  Unlike  synthetic
molecular robots, these entities are the result of a natural—that is, not
designed—process;  but,  more  interestingly,  they  act  “on  their  own
behalf,” in the sense that they autonomously pursue their own replica-
tion.  Although  they  need  the  host  machinery,  they  are  able  to  pene-
trate  the  membrane  of  their  prey.  Once  within  the  cell,  they  are  able
to  deploy  self-assembling  and  self-replicating  capacities,  which  means
that they have the capacity to modify their environment (i.e., the orga-
nization  of  their  hosts)  so  as  to  generate  copies  of  themselves.  Thus,
they  are  able  to  “autonomously”  evolve,  not  in  the  sense  that  they
can evolve by themselves (they need the organization of the host), but
rather  in  the  sense  of  evolving  for  themselves:  they  maximize  their
own fitness, not that of the host. 

Moreover,  in  addition  to  being  replicators,  these  systems
(especially viruses) also perform other “functions” when infecting liv-
ing  cells.  We  are  faced  here  with  a  very  interesting  case.  On  the  one
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hand,  these  entities  can  perform  functional  activities,  insofar  as  they
become embedded in the autonomous organization of the host; yet on
the other, they usually deploy activities that are functional not for the
host,  but  rather  for  the  infectious  “agent.”  How  can  an  invading
entity deploy its own functional domain? Paradoxically, by becoming,
in some way, a part (usually a pathological one) of the host organiza-
tion, modifying it for its own benefit, and in so doing, deploying new
functions  (such  as  the  capacity  to  compensate  for  the  obstacles
deployed by the host). Viruses infect the host cell and force it to fabri-
cate  copies  of  the  invading  entity,  while  prions  act  as  a  template  that
guides  the  unfolding  of  more  proteins  into  prion  form.  In  turn,  these
newly formed prions go on to convert more proteins, thus triggering a
chain  reaction  that  produces  new  copies  of  the  original  prion.  But
viruses, in addition, are quite complex molecular systems, constituted
by several catalytically active macromolecules whose secondary struc-
tures are organized in rigid parts and may display relative movements,
thus  generating  different  interactive  effects.  These  effects  may  include
small  displacements  or  other  mechanical  effects  that  are  often
described  using  a  list  of  terms  borrowed  from  the  description  of
machines:  lever  and  spring,  ratchet  and  clamp,  and  others.  In  some
cases,  the  interactions  are  triggered  by  the  potential  energy  of  the
virus  itself.  For  example,  viruses  attach  to  the  host  membrane  and,
traversing the host cell wall, inject their DNA inside the cell. In other
cases,  the  interaction  also  requires  some  external  supply  of  energy,
which  is  provided  by  the  machinery  of  the  infected  cell.  Due  to  these
interactive  capacities  and  because,  apparently,  they  “act”  on  their
own behalf, viruses (and prions) can appear as minimal agents. 

Ultimately,  however,  these  entities  cannot  be  considered  examples
of  true  MA.  They  are  indeed  much  simpler  than  cells,  yet  their  activ-
ity  cannot  be  deployed  except  within  the  more  complex  organization
of  the  cells:  they  do  not  possess  a  constitutive  organization  that
allows  them  to  deploy,  by  themselves,  functional  active  behavior.
Their  activity  requires,  at  the  very  least,  a  genetically  instructed
metabolic organization (see note 12), which is far more complex than
that of either the virus or the prion. 

Artificial Protocells as Hypothetical Proto-organisms3.5

Other  possible  candidates  for  minimal  agency  are  natural  or  artificial
protocells.  By  this  I  mean  an  encapsulated  proto-metabolic  system
that  is  organizationally  much  simpler  than  present-day  prokaryotic
cells.  Strictly  speaking,  a  protocell  is  any  experimental  or  theoretical
model that involves a self-assembling compartment linked to chemical
processes taking place around or within it. Protocells are used as com-
partmentalized  systems  showing  some  lifelike  properties,  such  as
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growth,  autocatalytic  activities  or  reproduction  [35].  Although  some
of  these  systems  are  in  vitro  experimental  models,  here  I  will  refer
only  to  computational  models  of  hypothetical  prebiotic  organisms.
These  models  aim  to  explain  how  more  complex  biological  cells  or
alternative  forms  of  cellular  organization  may  have  come  about.  Fig-
ure 4 shows one model of a protocell that “does” some activity in its
environment [36].

Figure 4. A model of a prebiotically plausible protocell whose membrane con-
sists  of  both  lipids  and  small  peptides.  The  model  simulates  real  membrane
processes  coupled  to  chemical  autocatalytic  reactions.  Redrawn  in  simplified
way  after  [37].  More  details  and  discussion  on  the  mechanism  can  be  found
in the original publication.

Ultimately, it is difficult to assess whether a protocell is an example
of  MA,  because  there  is  no  precise  delimitation  of  the  organizational
complexity  of  these  types  of  systems  (aside  from  saying  that  they  are
less  complex  than  any  present-day  cell).  For  example,  a  system  that
modulates its constitutive organization in accordance with its internal
needs but without modifying the external environment (e.g., pumping

ions to avoid an osmotic crisis)11  is not a true agent. Nor does a slow
modification  of  the  environment  that  may  emerge  as  functional  only
at  a  phylogenetic  timescale  count  as  agency.  At  most,  we  could  clas-
sify some of these processes as forms of “proto-agency.” As discussed
in Section 2, being an agent requires an offline regulatory mechanism,
which  is  unlikely  without  a  genetically  based  metabolic  organiza-

tion.12  Most  synthetic  protocells  are  not  able  to  deploy  regulated
adaptive  responses  (protocells  respond  only  through  feedback  to  the
external  changes).  In  fact,  what  these  systems  actually  do  is  to  func-
tionally  modify  their  own  constitutive  organization  (e.g.,  pumping
ions to avoid an osmotic crisis, as in our previous example).
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Conclusion: What Is Minimal Agency?4.

As  we  have  seen,  the  term  minimal  agency  (MA)  encompasses  many
different  approaches.  Globally,  however,  the  concept  of  MA  may  be
understood in two different ways: (1) as the simplest agent within the
known  phenomenological  domain,  that  is,  the  simplest  agent  as-we-
know-it; and (2) as the simplest agent that could exist, either syntheti-
cally  or  in  a  hypothetical  process  of  biogenesis,  that  is,  the  simplest
agent as-it-should-be. For example, when authors such as Burge argue
that  unicellular  eukaryotes  are  the  simplest  example  of  agency,  they
are  interpreting  MA  in  the  first  sense.  And  when  other  scholars  such
as Ikegami or Hanczyc argue that their self-propelling oil droplets are
indeed agents, they have in mind the second definition of the term.

The  second  view  is  more  radical,  since  it  focuses  on  the  simplest
organizational  and  material  conditions  required  for  generating  such
capacity,  not  on  how  it  is  in  fact  minimally  instantiated.  In  other
words,  it  searches  for  the  simplest  material  building  blocks  that,
either naturally or artificially, could achieve the simplest form of orga-
nization  necessary  to  display  what  we  mean  by  agency.  Thus,
although the concept of minimality is usually understood as the mini-
mal  organization  (i.e.,  the  minimal  type  of  network,  the  minimal
number  of  functions,  and  so  on)  ceteris  paribus,  a  system  with  fewer
components  is  simpler  than  another—functionally  equivalent—but
with  a  larger  number  of  similar  components.  From  this  perspective,
the question of MA should be formulated as if we were fabricating an
agent  from  scratch.  Moreover,  this  perspective  of  MA  leads  us  to  a

molecular  scenario,13  moving  very  close  to  the  synthetic-engineering
and analytical-biological views.

On  the  other  hand,  the  first  perspective  reveals  some  interesting
points,  which  may  serve  to  clarify  certain  puzzling  aspects  of  MA.
Indeed,  one  may  think  that  since  our  interest  is  minimal  agency,  the
history  of  life  is  pointless,  because  it  can  only  show  how  agency  has
become more complex and diverse. Yet biology may also reveal to us
intricate processes of agency minimization, along with a host of other
borderline cases. Since biological agents can only exist as the result of:
(1) a long and cumulative process of entailments covering a huge num-
ber of individuated lifespans; and (2) being embedded in a synchronic,
spatially  larger  network  (including  also  a  huge  number  of  individu-
ated  systems)  of  metabolic  complementarities  (i.e.,  ecosystems),  they
exist in an entangled multidimensional organization, with very differ-
ent  types  of  codependent  systems.  This  makes  clarifying  the  concept
of MA even more complex. For example, the fact of being embedded
in  evolutionary  history  prompts  an  apparent  form  of  MA:  proto-
organisms  may  have  slowly  modified  their  environment  in  a  func-
tional  sense,  yet  since  this  slow  change  is  functional  only  at  a
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phylogenetic  scale,  this  process  of  environmental  modification  can
hardly  be  considered  a  form  of  agency  attributable  to  some  proto-
organism. If we want to determine what is the source of this “action,”
we  should  focus  on  a  given  population  during  a  specific  evolutionary
time  period,  when  it  is  in  fact  the  organization  of  each  individuated
system  that  ultimately  explains  the  change  in  the  environment.  Even
more  puzzling  is  the  case  of  certain  forms  of  “minimal”  agency
derived  from  synchronic  entanglements.  Since  biological  agents  form
intimate  associations,  they  share  many  organizational  mechanisms,
also  forming  complex  nested  hierarchical  organizations,  in  which
many functions of the individuated parts are transferred to the higher
collective level. These facts often lead to an ultra-simplification of cer-
tain agents (e.g., endosymbionts). 

Thus,  in  the  biological  framework,  some  systems  may  emerge  as
extremely  MAs,  sometimes  even  operating  on  their  own  behalf,  and
yet,  paradoxically,  requiring  much  more  complex  forms  of  organiza-
tion in order to act (viruses, for example). In other cases, the appear-
ance  of  an  organized  set  of  agents  displaying  a  collective  form  of
agency  raises  the  question  of  whether  the  source  of  the  agency  is
indeed a new integrated agent (such as a multicellular animal), or sim-

ply  a  coordinated  sum  of  individual  actions  (such  as  a  swarm).14  In
the first case, the action of the collection of agents becomes a constitu-
tive  process.  But  a  set  of  individual  agents  could  also  lead  to  the  for-
mation  of  a  new  integrated  entity  devoid  of  agential  power  (e.g.,  an
ecosystem).  In  sum,  the  biological  domain  is  full  of  counterintuitive
examples that challenge the attempt to define MA: on the one hand, a
host  of  extremely  simplified  entities  that  apparently  behave  as  agents
(e.g.,  viruses,  prions,  plasmids),  and  on  the  other,  much  more  com-
plex  systems  that  cannot  so  easily  be  classed  as  agents  (e.g.,  ecosys-
tems, colonies and certain plants).

How can we understand these paradoxes? And what lessons can be
learned for the synthetic fabrication of agents? The first lesson is that
the  natural  process  for  generating  agency  has  been  a  long  and  ardu-
ous one, involving many temporally entailed steps and a huge number
of synchronic systems. The second lesson is that this scenario necessar-
ily generates a wide variety of entities, some increasingly complex and
others  specialized  and  simplified.  The  third  lesson  is  that  in  turn,
these  different  systems  constitute  a  complex  web  of  nested  organiza-
tions  and  dependencies  between  very  different  types  of  entities.  And
yet, what I have tried to show is that this complex, multilevel and mul-
tidimensional  phenomenology  pivots  around  an  organizational  core,
which  I  have  described  in  Section  2.  The  message,  then,  is  that  a
lower  form  of  organization  will  not  allow  the  emergence  of  maxi-
mally simple, yet derivative, forms of agency.

306 A. Moreno

Complex Systems, 27 © 2018



Rightly,  research  into  synthetic  biology  and  bioengineering  is
focused  on  the  bottom-up  design  and  fabrication  of  specific  types  of
systems,  in  the  hope  that  they  will  one  day  be  capable  of  behaving
like the simplest biological agents. Yet the fact that this research deals
essentially with isolated systems masks our understanding of the afore-
mentioned  paradoxes.  Thus,  it  is  important  to  avoid  an  overly  loose
characterization of agency that could lead to counterintuitive cases. In
such a complicated scenario, the requirement of autonomy, as well as
all  the  requirements  discussed  in  Section  2,  is  of  paramount  impor-
tance  for  understanding  what  exactly  a  MA  is.  This  may  place  the
organizational requirements for MA at a relatively high level of com-
plexity,  at  least  in  terms  of  artificial  engineering  standards.  However,
they  are  necessary  if  we  want  to  avoid  the  paradoxical  cases  of  MA
that exist in the biological domain.
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Notes

1. A  clarification  is  required  here.  An  interactive  process  is,  as  we  have
pointed  out,  a  functional  modification,  exerted  by  an  autonomous  sys-
tem, of the boundary conditions of said system. This implies that the sys-
tem is already defined and that this is done by its constitutive processes.
Yet,  since  an  autonomous  system  is,  by  definition,  capable  of  function-
ally  modulating  these  constitutive  processes,  this  modulatory  activity,
insofar as it does not affect environmental conditions, cannot be consid-
ered an alteration of the system’s boundary conditions. For example, ion
pumping by the cellular membrane in order to reduce ion concentration
is  a  functional  modulation  of  the  basic  metabolic  processes  of  the  cell,
but  it  does  not  affect  the  system’s  boundary  conditions.  On  the  other
hand, the secretory activity of a bacterium in a biofilm, which affects the
density of its neighboring bacteria, does.

2. In  this  sense,  Deamer  [38]  has  proposed  that  a  primitive  form  of  adap-
tivity  in  prebiotic  systems  may  have  consisted  of  a  negative  feedback
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mechanism  that  controlled  the  transport  of  molecules  across  the  mem-
brane boundary, which in turn controlled the overall process of growth.
As he points out: “I propose that the first control system in the origin of
life  involved  an  interaction  of  internal  macromolecules  with  the  mem-
brane  boundary.  The  interaction  represents  the  signal  of  the  feedback
loop, and the effector is the mechanism that governs the permeability of
the bilayer to small molecules. As internal macromolecules were synthe-
sized  during  growth,  the  internal  concentration  of  small  monomeric
molecules  would  be  used  up  and  growth  would  slow.  However,  if  the
macromolecules  disturbed  the  bilayer  in  such  a  way  that  permeability
was increased, this would allow more small molecules to enter and sup-
port  further  growth,  representing  a  positive  feedback  loop.  The
opposing  negative  feedback  would  occur  if  the  disturbed  bilayer  could
add  amphiphilic  molecules  more  rapidly,  thereby  reducing  the  rate  of
inward transport by stabilizing the membrane. This primitive regulatory
mechanism  is  hypothetical,  of  course;  however,  it  could  be  a  starting
point  for  research  on  how  control  systems  were  established  in  the  first
forms of life.”

3. This  term  is  taken  from  Ashby  [39].  According  to  this  author,  from  a
dynamic  point  of  view,  we  can  define  a  set  of  boundary  conditions  and
an  essential  parameter  value  region  necessary  for  the  maintenance  of  a
far-from-equilibrium  system.  We  call  these  parameters  and  boundary
conditions  “essential  variables,”  and  the  range  within  which  the
system’s  organization  can  be  maintained  “viability  boundaries”  [10].
A  more  detailed  discussion  of  how  this  concept  is  related  to  the antici-
pation  in  agency  can  be  found  in  DiPaolo  [9]  and  Barandiaran  and
Egbert [40]. 

4. What I mean by this is that an agent is in a better situation at instant T2

than at the previous instant T1, if at T1  it was closer to the limits of its

boundary of viability than at T2. 

5. Actually,  DiPaolo  formulated  this  idea  not  to  define  agency,  but  rather
as  a  definition  of  adaptivity.  We  use  it  here  to  characterize  regulated
adaptivity, which, in our account, while not equivalent to agency, is nev-
ertheless a requirement of it. 

6. Strictly  speaking,  this  implies  the  existence  of  an  embodied  normativity
(regulatory normativity), which of course, is of human origin in an artifi-
cial  device.  In  a  natural  system,  however,  this  norm  could  not  be  origi-
nated  in  the  individuated  agent,  and  it  is  in  fact  at  a  much  longer
timescale (phylogenetic time) that higher-level norms are originated. In a
spatially  and  temporally  wide  scenario,  certain  interactive  patterns  that
contributed  to  the  survival  of  the  organizations  where  they  were  imple-
mented  are  selected.  Thus,  from  an  organizational  perspective,  these
norms  are  also  functions,  because  they  also  ultimately  achieve  a  causal
loop. 

7. A  very  basic  case  of  agency  is  bacterial  chemotaxis.  For  example,  in
E.  coli,  the  directional  search  for  nutrients  requires  that  the  bacterium
measure  the  temporal  difference  of  attractant  concentrations  in  its
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environment  and  change  the  frequency  of  its  flagellar  rotation  accord-
ingly. This operation is achieved thanks to the so-called two-component
signal  transduction  subsystem,  which  acts  as  a  memory  and  inner  con-
nection between “sensors” and “effectors” [41]. The interaction is func-
tional  because  the  transformations  induced  in  the  environment
contribute to the self-maintenance of the bacterium: the concentration of
sugar increases in relation to the system, and the system operates recur-
sively on these environmental changes (sugar detection and frequency of
flagellar rotation are correlated). 

8. One  example  is  provided  by  DNA  nanotechnology,  which  combines
rotaxanes,  catenanes  and  related  structures  to  create  interlocked  DNA
structures  that  can  be  generated  from  both  double-stranded  and  single-
stranded DNA [26, 42, 43]. 

9. Dawkins  proposed  the  idea  of  the  “replicator,”  defined  as  “anything  in
the universe of which copies are made” [27, p. 83]. In the context of the
origin  of  life,  “replicators”  are  hypothetical  molecules  that  first  man-
aged  to  reproduce  themselves  and  thus  gained  an  advantage  over  other
molecules within the primordial soup. 

10. For  Pross,  replicators  are  “purposeful”  entities.  Yet,  to  be  fair,  he  does
not claim that a nude molecular replicator is already an agent, only that
replication is the basis of the teleological nature of life. 

11. This  is  the  case,  for  example,  of  Ganti’s  chemoton  [44]  and  of  Ruiz-
Mirazo and Mavelli’s protocell model [37, 45]. 

12. A detailed argument showing why a dynamically decoupled subsystem is
necessary  to  implement  a  genuine  regulatory  capacity  can  be  found  in
[11,  46],  and  why  the  appearance  of  such  a  mechanism  is  likely  related
with the appearance of genetically instructed metabolisms in [47]. 

13. Suppose,  for  example,  that  somebody  builds  a  macroscopic  robot  that
instantiates  the  simplest  organizational  structure  that  permits  agency  to
be  deployed.  Even  so,  one  could  still  argue  that  this  is  not  a  true  MA,
since  it  would  always  be  possible  to  build  a  replica  with  fewer
molecules: a macroscopic arm, for example, is a rigid structure in which
billions  of  molecules  redundantly  perform  the  same  function.  Hence,
from this perspective, one could argue that a MA would be a molecular
version of such a robot. One example that illustrates this is a molecular
robot  built  recently  by  a  group  of  researchers  that  is  endowed  with
an  arm  made  up  of  just  150  carbon,  hydrogen,  oxygen  and  nitrogen
atoms [25]. 

14. For a discussion on this subject, see [48]. 
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