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The concept of “identity” of a complex network system is proposed based
on the method of the gauge field theory. The system is assumed to consist
of many elements interacting with each other. The interaction weight is
treated as a gauge potential. Change in the external environment sur-
rounding the system is assumed to induce a unitary transformation of the
state vector of the system, which is regarded as a gauge transformation.
The identity is defined by the fact that the system has some invariant
quantities under gauge transformation. Here the total hamiltonian of the
whole system is assumed to be that of the invariant quantities represent-
ing the identity. The invariance of the identity is conserved by changing
the gauge potential according to the given external environment. Some
invariant functionals are obtained by introducing the noncommutative
gauge field derived from the gauge potential of mutual interaction. Based
on the concept of identity, new learning dynamics written in a covariant
form are presented as a field equation of the gauge field, which is utilized
to realize the state requisite for adaptation to a given new external envi-
ronment. The learning dynamics are extended to the case of nonlinear
interaction among the elements.

| 1. Introduction

A complex biological system is generally composed of many functional
elements, like neurons in the brain. The interaction weight between
the functional elements is organized flexibly so that elements can adapt
to the given external environment. The invariant characteristics of
the system in the adaptive process can be regarded as representing an
“identity” of the system. In other words, the invariant characteristics
guarantee that the system continues to conserve its identity while it
adapts to changing external environments.

In the present paper, we propose a field theoretical approach to the
conservation of the identity of a complex network system. The system
is assumed to be composed of many discretely distributed elements with
internal freedom. The elements interacting with each other play a sim-
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ilar role to neurons in the brain. An actual complex biological system
is generally composed of many functional elements with a hierachical
structure of their functional roles. However, in the present paper, we
confine ourselves to the simplest case of a system composed of elements
of only one kind interacting with each other. The interaction of connec-
tion weights between the elements is treated as a gauge field potential.
Hence, we call it the “connection gauge field.” The system is able to
learn the input initially given from the external environment or to realize
the requisite state necessary for adaptation to the external environment,
by organizing the connection field among the elements [1, 2]. In other
words, the connection field is organized in the system itself in order
to adapt to changes of the external environment. Here the change is
assumed to induce unitary transformation of the state vector of the sys-
tem. The identity of the system is defined by the fact that the system
conserves its characteristics while it interacts with changing external
environments. Some invariant characteristic functionals are derived by
taking into account the adaptive change of the gauge field.

Based on the concept of identity, new covariant learning dynamics
of the system are presented as a field equation of the noncommutative
gauge field. The learning process enables the systems to realize the
state necessary for adaptation to changes of the external environment.
The learning dynamics are extended to the case of nonlinear interaction
among the elements [3].

I 2. Complex network system

Let us consider a complex network system that is composed of many el-
ements. Each element is assumed to have internal freedom characterized
by a state vector ¢;(¢), i = 1,2,...,N. The units are assumed to interact
with each other with the weight matrix W = (Wit 5/ = 1,2,...,N,
and the external environment is assumed to be represented by the in-
put force vector S(¢) = {S,(¢),i = 1,2,..., N}, where S,(¢) stands for an
additive input force on element 7.

In analogy with a spin system under an external magnetic field, we
define the total hamiltonian H of the whole network system as

H=y" Wy +y" Wy + ¢S + Sty, (1)

where () is a state vector whose ith component ¢, i = 1,2,...,N,
represents the state vector of the ith element and y*(¢) (or S*(¢)) is the
conjugate transpose of () (or S(z)).

Let us assume that an input force §'(¢) representing a different external
environment is given by the unitary transformation of S(z),

§'(2) = U(#)S(2), (2)
where U(#) is a time-dependent unitary matrix satisfying U*(2)U(¢) =
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Conservation of Identity of a Complex Network System 177

U(#)U(¢)* = 1 and equation (2) ensures a normalization condition for
the intensity of the external force:

S ()S'(2) = S*(£)S(2). (3)

Equation (2) is interpreted to represent a change of the external en-
vironment.

Now we introduce a postulate that the total hamiltonian # is invari-
ant to the change of the external environment:

IJ’I+ Wlwl + w/‘f— W/‘le + w/‘f—Sl + S+lwl —
YWY YT WY+ YTS + 8T, (4)

where i is a state vector under external force §'(¢). In other words, we
confine ourselves to the change of external force under which the total
hamiltonian H of the whole network system is conserved. Then, from
equations (2) and (3), we have

y'(e) = U(z) (5)
W+ W =UW+ WU (6)

Equation (5) shows that the state vector ¢ changes following the same
transformation rule as equation (2) of the external force S(¢). Note that
we can use equation (5) as the first starting assumption to define the
change of the state of the system caused by the change of the external
environment. Furthermore, equation (5) gives rise to the invariance of
the norm of the state vector:

YW (1) = YT () o). (7)

I 3. Identity of the network system

Let us introduce the concept of “identity” of the network system based
on the fact that there exist invariant quantities in the process of the
interaction with the external environment. From this consideration, the
total hamiltonian H of the network system is already assumed to be an
invariant quantity, as shown in equation (4).

Now we study other invariant quantities in the dynamical process
of the network system. For this purpose, we regard equation (5) as a
gauge transformation and also the weight matrix W as a gauge potential
which follows the transformation rule:

w = vlu s uwor, (8)
ot

Then it is easily shown from equation (8) that equation (6) is automati-
cally satisfied by using the equality UU* = U*U = 1.
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Furthermore, using equations (5) and (8), we can derive

Dy E(%HX/')W: U(%+W)w= UDy, 9)

where

DE(%+W)¢/ or D’E(%+W’)w'

means a covariant derivative of ¢ or /. Iterating equation (9) # times
will yield

D™y’ = UD™y. (10)
A gauge field G is introduced from the gauge potential W. Using

equation (8), we have

G’ = %(\xm W)+ (W, W]

9 + + +_ +
- U(a(W+W )4 [W, W ])U - UGU", (11)

where [A, B] means a communication bracket, [A, B] = AB—BA. Defin-
ing the covariant derivative D or D’ of the potential A as

DA = %A +[W,A] (12)
D'A’ = ﬁA’ +[W, A’], (13)
ot
we can write G and G’ as
G=D(W+W") (14)
G =D/ (W + W) (15)

and can derive (see appendix A)
D"(W' + W'*) = UD"(W + W*)U*. (16)

Now we can present some invariant functionals using the transfor-
mation rules given by equations (6), (10), and (14). As a typical one,
we have

L= LY v,y Dy, (DY) Dy, g (W + W*)'y,
T,(DXY(W + W*)D/(W + W*)...D™(W + W*)),
Det(I + D"(W + W*)),y*S, STy, ST(W + WH)S], (17)
where j, I, k, m, and n are positive integers, 0, 1,2, 3, ..., and I is a unit

matrix. T,(M) and Det(M) respectively mean the trace and determinant
of matrix M.
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In conclusion, identity is defined by the existence of the invariant
functional written in terms of state vector ¥, gauge potential W, and
their covariant derivatives Dy and DW. The invariant functional is
conserved during adaptation to the change of the external environment,
if the gauge field W is reorganized in the system itself as equation (8).

I 4. Learning dynamics of the network system

In this section we study a temporal evolution of the network system
based on the idea that the evolution equations take invariant forms un-
der transformation equations (2), (5), and (6). The evolution equations
themselves can be regarded as the invariant characteristics that represent
the identity of the system itself, because they take invariant forms in any
environment given by unitary transformation. In other words, they are
covariant equations in the sense that they have invariant forms even in
different environments. The evolution equations are derived by taking
the transformation rules summarized in equation (17) into account. A
typical simple evolution equation is given by

0
(&+W)¢—AS=0 (18)
QW+ W)+ [W, W 4 n(—y @y + M) =0, (19)

ot

where A and 5 are constants, ® denotes a direct product, * means the
complex conjugate, and M is introduced as an external excitation source
of the field W which is assumed to be transformed as M’ = UMU*. A
simple example of M is given by S ® §*, because S ® S* is shown to have
the same transformation rule as that of ¥ ® ¥* (appendix B)

eyt =Uyey U’ (20)
@S =US®SU, (21)

which are the same as those of the remaining terms on the left-hand side
of equation (19), given by equation (11).

A simple stationary solution of equations (18) and (19) for the case
when the source M is given by M = S ® S becomes

y=5 (22)
W=A5®S§, (23)

where S is assumed to be a real constant vector satisfying |S|*> = 1. This
is easily shown as follows. W, = AS;S;, so that (Wy) = A(S® S)S = AS,
and furthermore, we note that W = W* and y @ y* = S® S. Then
equations (18) and (19) are automatically satisfied.

Noting the covariant property of equations (22) and (23), we can

derive a time-dependent solution of equations (18) and (19) under the
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external force §'(¢) = U(¢)S and M'(¢) = §'(¢) ® S'(¢)

Y(t) = U@(t) = S'(¢) (24)
W (t) = U(t)%U*(t} +AUS @ SU*. (25)

They are easily shown to satisfy

0 ’ ’_ ’ _
(&*W)‘” AS =0 (26)
and
6 ’ 7+ 7 1+
(W W)+ (W, W] =0, (27)
where we used equation (24) with
ey =M =5(t)QS57(¢). (28)

Equation (27) means the condition of zero field, G’ = 0, that is,
pure gauge potential. Equation (24) shows that the external force S'(¢)
is reflected directly in the state vector ¥/(¢). In other words, the state
vector ¢ forms a mirror image of the external force S'(#).

Equations (18) and (19) are written in the covariant forms in the
sense that they are invariant under gauge transformation equations (3)
and (8). We may regard equation (18) as the Langevin equation with
a stochastic force AS; then equations (18) and (19) compose learning
dynamics having an extended form from that of the Synergetic computer
[3]. Here the excitation force M may be interpreted to represent the
final condition of the direct product ¥ ® ¥ which must be realized for
the adaptation to a new external environment. In other words, the
learning dynamics are interpreted to describe an adaptation process of
the system to a new external environment. Furthermore, we note that
various nonlinear terms with respect to ¢ and W + W* can be included
on the left-hand sides of equations (18) and (19). For example,

6 2 _
(& 4 W)://— AS + F(lyP)y = 0 (29)

B . ) , N yn
(W W)+ [W, W4~y @ v +M)+nz=;an(W+W )" =0, (30)

where a,, n = 1,2,3,... are arbitrary constants and F(|y*) means an ar-
bitrary function of |/*>. The nonlinear terms of W+ W’ in equation (30)
will generally cause a phase change in the connection gauge field W.

I 5. Electromagnetic-like connection field

In this section we consider that each network element is subject to the
local unitary transformation, ¢ = Uy, j=12,...,N, where U, is a
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unitary transformation acting on the state of the element at position j,
and y; represents the internal state of the element situated at position ;.
Then the global unitary transformation U takes the diagonal form:

U, 0, 0, ..., 0,

0o, 0 0, ..., U

Transformation rule equation (8) of the weight matrix W is decoupled

as
Wi = UW, U/ (32)
for i+ jand
V! = UgUwUlVlU,+ (33)
for Wi/ =V.
The field transformations follow from equations (32) and (33):
6 ! ! ! ! ’
S W+ VW - WiV, = T, (a W, + V,W, - W,,V,) ur (34
V4 VIE = UV, + VH)U? (35)
and

0 0
SV V) IV, V] = U,-(E(V,- + V) + [V, V;]) ur. (36)
Using these transformation rules, we can express gauge invariant
dynamics of ¢, W;;, and V.
As a typical case, we have

(_+V)‘“Z Wi = FQulP), + H(ly P, (37)

1#]
0 "
&Wij"'viWij_WijVj"'aWij =by; ®Y; (38)
Q(Vi"'vfr)"'[VisV;]+P(V,-+V,-+)=CI‘J’,‘®‘/’?, (39)

where Il,bl2 Yy, W,l? = ¢ @y, F, and H are arbitrary functions of [y|?
and |y, respectively, and a, b, p, and g are constant coefficients.
Furthermore, if the local unitary transformation is given by a phase
transformation,
_i0.
U=e", (40)
Complex Systems, 16 (2005) 175-190
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V, and W, become scalar complex quantities and equations (33) and
(34) reduce to

‘X/i,k _ W/ke—i(@—eu (41)
;.0
from which the following invariant equations are derived:
o, o,
Wi = Vi Vi= —2In Wy -V, + (43)
and
In Wj, — In Wi = In Wy, —In W;. (44)

Analogous to the gauge transformation of electromagnetic potential
with a transformation function i6,, we can regard V, in equation (42)
as a scalar potential at position k and In W, in equation (43) as the line
integral of a vector potential from position & to j.

This idea gives rise to the interpretation that equations (43) and (44)
show the invariant property of an “electric field” —9/0¢tIn Wj, — (V' (j) —
V’(k)) and a “magnetic flux” In Wy — In W, respectively. It is worth
noting that the magnetic flux vanishes when the connection field W
becomes hermitian, W = W+,

In the case of phase transformation, the dynamics presented by equa-
tions (37), (38), and (39) reduce to

9 _ 2 2 ,
(55 + Vi) + 2 Wty = FUWPI + HOwE Y, (37)

0
aWij +(V, = V)W, + W, = g7 (38")
9 1 o ,
g(Vi*‘Vi)"‘z(Vi‘*Vi)—‘l’i‘/ﬁa (397)

where we used the fact that W, and V; became complex functions and
assumed @ = b =g =1 and p = 1/2 in equations (37), (38), and (39).

A steady-state solution of equations (37’), (38’), and (39’) under the
assumption of uniform potential V; = V; is given by

Wii = ‘Wi‘p; (43)
V=W, =yl (46)
WA — F(ly?) = H(ly?) (47)

for a nonzero solution of ¢. Here, the first assumption of uniform poten-
tial is satisfied because equation (47) shows that the nonzero solutions
of ¢ are all equal,

W = Il (48)
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so that we have the uniform scalar potential,
V, = Iyl (49)
The quantity |,|* is determined by
milpol> = Flmly?) = H(lgol), (47')

where m is the number of nonzero solutions of ¢ among ¢, ¥,, ..., and
Yy The line integral of the “vector potential” becomes

In W, = Inlyl* +i(6, - 6), (50)

where we write ¥; = ,¢®. The magnetic flux defined by In W, —In Wi
is found, from equation (44), to become zero, together with the electric
field defined by equation (43), so that V(i) and W, compose a pure
gauge field.

I 6. Nonlinear network system

We consider learning dynamics with @ nonlinear interaction terms of ¢
on the right-hand side of equation (18). Here we confine ourselves to a
typical nonlinear term T'y* ® ¥ ® ¥, which is equivalent to taking into
account the fourth-order interaction energy,

YUty @y = wi‘f,b,l"(,-,i)u,k)wi%, (51)

where the four-dimensional matrix I' has the components T\, ), %/,
k,I=1,3,...,Nandis assumed, for simplicity, to be hermitian, Lok =
Liaien- S

Assuming also the invariant property of the fourth-order energy term,

YRYT QY @Y =y Yl @y ® Y, (52)
we derive a transformation rule of I' (see appendix D):
Tlipied = U UL s UZ,'U;I- (53)
Furthermore, using equation (53), we derive the transformation rule
(see appendix D)

%F, +[W.I'=U® U(% +[W, r]) Ute U, (54)

where [W,T'] is an abbreviated notation in which the (,7)(k, ) compo-
nent is defined by

(W T ey =

Wil e = Ciiaried) Waj + Weal o) = Ciigpiray W (59)
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Equations (53) and (54) are comparable to equations (6) and (11).
Taking equation (B.3) into account, we have a symbolically written
set of covariant learning dynamics including a nonlinear interaction

of y:

(%+W)¢+F¢®¢*®¢—AS=O (56)
%(wu W)+ [W, W] +5(—¢ @ ¥ + M) = 0 (57)
T+ [W, T+ @y @y®y*+0)=0 (58)

where  is a constant and Q is introduced as an excitation source of
field T', having the same transformation rule as equation (54). A simple
example for Q is given by O = S® §* ® S® S*. Equations (56), (57), and
(58) are also written in the covariant forms under the unitary transfor-
mation of equation (5), as in the case of equations (18) and (19), and
are also understood to be the learning process of the state to be realized
for adaptation to the new external environment. Here the field sources
M and Q represent the requisite final states of the direct products ¥ ® y*
and ¥ ® Y* ® ¥ ® Y~ for adaptation to the given external environment,
and the source S plays the role of stochastic force [3].

I 7. Composite adaptive system

We discuss here a composite adaptive system composed of the two kinds
of elements, ! and y'?), which are assumed to be disconnected in the
initial state. That is, the initial connection field W is assumed to take
the block diagonal form:

W, 0
W:( " Wz)’ (59)

where W = W* is assumed for simplicity.
Now we consider a composite environment represented by the unitary
transformation

_ 1 I el
U(t> B 1+ |8(t)|2 ( —E*(t)l I )’ (60)

where [ is the unit matrix and &(¢) is an interaction parameter with
the initial value £(0) = 0. The connection field potential under the
composite environment takes the form

W+ W™ =UW+ W )U*
2 WO 4+ 2w €(W(Z) — W(l))
{ ] (61)

1+ le(z)l* (W2 — W)y w4 g2wd
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where we used W* = W in equation (6). The two kinds of elements
begin to interact at time ¢ = O through the connection gauge field equa-
tion (61). Here, an additive invariant quantity is shown to be given by

LI+ W+ W =t(I+W+ W)
t(I+ W, + W) +¢,(I+W,+ W), (62)

and a multiplicative invariant quantity by
Det(I+ W + W'*) = Det(I + W, + W{)Det(I + W, + W;). (63)

Note that these invariant quantities are written in the forms without
mutual interaction. In other words, these quantities are conserved in
the interacting evolution process from noninteracting initial states.

I 8. An adaptive network system

In this section, we propose a simple model of an adaptive network system
whose state is changeable depending upon external requirements.

The state vector ¥ of the system is assumed to obey

0
5P+ Wtp(z) =0 (64)
where W(#) is, in general, a time-dependent connection weight matrix.

The system is assumed to be in a state i, at initial time Z,.

Now we suppose that a state transition of the system is required for
some reason. In other words, a new state i, at time #; is required to be
achieved, which is in general different from the state ¥(z,) determined
from equation (64).

The problem we must solve is how to realize the state transition from
the original state ¥, to the new state ¢, under the same connection
weight W(z).

For this purpose let us introduce an external force term —¢(¢) on the
right-hand side of equation (64):

0
S0(0) + Wi = —¢(0) (65)
Here ¢(2) is a state vector of the adjoint system which obeys
4]
—570 + W*(t)e() = 0. (66)

The adjoint equation (66) is derived from equation (64) through
the time-inversion (¢ —» —t) followed by the transpose of the weight
matrix W(t). The time-reversed property of equation (67) enables us to
incorporate the final desired condition ¢ as an initial condition of the
external force —¢(#) of equation (635).
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Introducing the fundamental matrix K(z,¢,) which satisfies

%K(t, ty) + W(t)K(t,2,) = 0 (67)
with the initial condition,
K(ty,ty) =1 (68)

we have the solution of equation (64) written as
Y(t) = K(2, 20y (£). (69)
Here are the properties of the fundamental matrix:
K(z,ty) = K(t, 7)K(7, 1) (70)
and
K(t,1) = K(t,7)™". (71)
Further, the solution of the adjoint equation (66) is also written as
(1) = K* (2, 1)) (72)

The innerproduct ¢*y is shown from equations (65) and (66) to
satisfy

9

ot

Integrating equation (73) and substituting equation (72) into the re-
sultant equation, we have

¢+(to>K(to, L(t) - 90+(t0)¢0 = _‘P+(to>L(t>¢(t0> (74)

where L(t,t,) represents the Gram matrix:

(¢"Y) = ¢ . (73)

L(t,t,) = ft dtK(t,, T)K* (¢, 7). (75)
)
Further, if we choose the initial condition of ¢, as

@ltg) = L7 (ty, 1) (Yo = Kltgs 1)) (76)
then we have

¢ (tg)K(to, t W (2)(2)) = @ (£5)K (2o, £ ¥ (77)
which yields the desired result:

Y(ty) =y, (78)

Note that the initial condition of equation (76) coincides with that
derived from the controllability problem in control theory [4]. However,
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the point to be stressed here is that the external force on the right-hand
side of equation (66) is given by the adjoint state vector ¢(¢) to the
original one (z).

Finally, we note the fact that the covariant property of the system of
equations (65) and (66) under the unitary transformation U(t) is also
retained:

) = Ul )
W(t) = Ule) 5 U*(0) + U W) U (o) {
¢ 6) = UlDolt) 79)
K'(t,t,) = U(t)K(t, 1,) U (1) (80)

These covariant properties assure an identity of the adaptive system
following equations (65) and (66).

| 9. Conclusion

A field theory of the identity of a complex network system was devel-
oped. The change of the external environment was assumed to induce
unitary gauge transformation of the state of the system. The identity
was defined as the invariance of the system under gauge transformation.
The interaction weight between the elements of the complex system was
treated as a gauge field and the invariance of the identity was main-
tained by reorganizing the gauge field according to the given external
environment.

Covariant learning dynamics were presented as a process of adapta-
tion to a given external environment. Finally, we note that the funda-
mental idea developed here can be extended to a more general change
of the system represented by

Y = Ay, (81)

where A is a general transformation matrix having a generalized inverse
A~!. Equation (81) plays the role of equation (5), where the unitary
matrix U is replaced by matrix A and the inverse of A is made to
correspond to the hermitian conjugate U* of U.
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Appendix

I A. Transformation of the gauge field

Let the transformation of matrix Z be
=UZU". (A1)
Then the covariant derivation D’Z’ defined by equation (12) becomes

D'Z = éz' +[W,Z/]

+

(UZU") + [Ua; + UWU*, UZU*]

+
UZU++U6 U++UZ6 U++U6U

+
- UZU*UaaUt +UWU*UZU* - UZU*UWU"

= U’Z—Z U* + U[W, Z]U* + (%U)ZU*
WUzt v uzlu — vzl
ot ot ot

24 +_ +
- U(E N Z]) U* = UDZ)U". (A.2)

uzu+

The repeated use of equations (A.1) and (A.2) gives rise to equa-
tion (16):

D7’ = U(D"Z)U". (A.3)

I B. Transformation of the direct product of ¥

Using equation (5), we have
(W ® ‘V*) l// ‘V* = (Uw)z(Ul//) Uz(ywa/ ]’Bwﬂ

= UmlﬂalﬂZU;b = UmwawﬁUﬁj = (Ul ® ‘70,*>U+>j’/‘a (B.1)
where the repeated indices are assumed to be summed. Equation (B.1)

gives rise to equation (21).
Similarly, we have

Wi = (UY),(U); (UY), (Uy)
- Ut/\Ukvw)qu j,ulp U79‘705

= Ui/\Ukul//)quwywe ;;Ugla (BZ)
which can be written symbolically as
You'ey ey =UUyey eyey)U e U". (B.3)
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I C. Transformation of the electromagnetic-like connection field

Using equations (32) and (33), we have

d ., 0 d d
= Wi = 2 U WU} + U= W,Uf + U, W= Uf (C.1)
VIW, = U, 56 Uy W+ UV,Uf W)
d
= Uz U UFW,UF + U,V,UF U W, U
d
= — 2 UW,Uf + UV,W,Uf, (C.2)

where we used 9/0t(U,U}) = 0.
Similarly, we have

WiV = UW,; UJr + U;W,V(j)U;. (C.3)
Combining equations (C.1), (C.2), and (C.3), we obtain equation (34):
0 / ’ ’ '\ 0
W+ VW= W,V = U, (a W, + V,W, - W”VI) Ur. (C4)
In a similar way, we have equation (35):
Vi+ Vit = UlaatUJr + 2U U+ UV + VIUF
= UV, + V;)Ui*. (C.5)

I D. Nonlinear interaction among the elements

Starting from equation (52) with equation (5), we have

gy (US); (U) (UYe(U); = T Uit (D.1)
Expanding the left-hand side of equation (D.1), we obtain
Lliied Unta U, Unkty Uy = T Va8 (D.2)

Noting that UU* = U*U = 1, we have
U, Usi =65 Uy Usk = S0

(D.3)
UI(QU\:’I' = 611/.
Furthermore, using equation (D.3), we can derive equation (53):
r( i,f)(k,]) Uz/\Ulev (L) (v,8) U U@] (D.4)
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Differentiating both sides of equation (D.4) with respect to time and
using equations derived from equation (8),

‘ZZ - UW- WU (D.5)
|

U _ urwr - wu-. (D.6)
at

We have equation (54) with equation (55)
0
mF(,, o) + IWS T Ly =
0
UnUp ( 22 e + W, r](m)w,e)) Uy, Uai (D.7)

after straightforward calculation, where [W, Clome O [WST T
is an abbreviated notation defined as

(W, Ty =
WL o000 = Tiusine Wi + Wagliuwiae = T Wye (D-8)
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